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Preface 

This volume consists of the lecture notes of the Seminar on Mathematical 
Analysis corresponding to th e period September 2003-June 2004. 

The Seminar http://www. us. es/danamate/se minario/indice .htm is 
held at the Universities of Málaga and Seville, and it was conceived from 
the main idea of inviting relevant researchers from different fields of lv1ath
ematical Analysis. 

This Seminar is possible thanks to the public announcement from the 
Junta de Andalucía for the promoti on of research acti viti es jointl y organiz ed 
by different research groups from those belonging to Plan Andaluz de In
vestigación. The participating groups are FQM-104 (main researcher: Dr . 
Arias de Reyna tfartínez) , FQM-127 (main researche r : Dr. Dominguez Be
navides) from the Universit y of Seville, and FQM-210 (main researcher: Dr. 
Gírela Álvarez) from the University of Malaga. 

The Seminar coordinat or is Dr. Lopez Acedo . Th e organizing board is 
completed by Dr. Espínola García , Dr. García Vázque z, Dr. Gírel a Álvarez , 
Dra. Japón Pineda, Dr. Pérez Moren o and Dr. Villa Caro. 

The Editor s, 
Dani el Gire/a Álvarez 
Genaro López A cedo 
Raf ael Villa Caro 
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A remark on Carleson measures from HP 
to Lq(µ) for O< p < q < oo 

Osear Bl asco * 

Abstract 

In this note we shall investigatc Carleson mcasures on the closure 
of thc unit disc Il)), i.e. finite, positive Borel measures µ for which thc 
formal idcnt ity J µ : H P -, L" (¡,) exists , far given values of O < p < 
q < oc, as a bound cd operator from the Hard y spaceHP(Il))) into th e 
Lebesgue space Lq(µ ). 

1 Introduction 

These notes contain an extended version of the lect ure I presented in 

October of 2003 in Málaga and they are part of t he m at eri al in a join t paper 
with Hans Jarchow (see [2]). 

We ar e going to work on th c open unit disk Il]) = {z E IC : lzl < I} in 

the comp lex plane, it s closure iiii an d th e unit circle 1I' = 8Il]). In th e sequ e!, 
m will be the Haar measurc on 1I' (Borel algebra ) , so th at dm = dt / 21f and 
dA(z) thc normalized area measure. Given a Borel set B e;; 1!', we shall often 
write IBI instead of m.(B). The Lebesgue spaces LP(m) will also be denoted 
LP('ll'), O< p :e; oo. The ca non ical norm (p-norm if O< p < 1) on LP('Jl') is 

11 llp• 
Lct I be the collect ion of half-op en inte rvals in r of t he form I = { eit : 

81 :e; t < 82} wherc O :e; 81 < ()i < 27f. With each O 'f. z E D, we assoc iate 
th e interv al l( z ) E I such tha t ll(z)I = 1 - lzl and z/lzl is th e eent er of 
I (z ). Let S(z) be t he hal f-open Carleson box over I (z) whieh has z on its 
' inner are'; this inner are and the boundary part ' to the right' are supposed 
to bclong to S( z) . For convenience, !et us al so put 1(0) = 1!', S(O) = Il]), 

and for any I E I we writ e S(I) the cor resp ondin g Ca rleson box S(z¡) for 
z ¡ = lz1l(1 wh ere (¡ is the eent er of I and I - lz1I = lfl. Wc shall wri te 

·Th e author is partially supported by Proyecto BMF2002 -04013 
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Pz(() = ii=~¿~, for the Poisson kernel. Clear ly one has t here exists C > O 
such th at 

~<CP . 
1 - lzl2 - z 

(1) 

Let f: lDl-+ IC be anal ytic. For each O< r < 1, fr : iili-+ IC: z >--> f(r z) 
is continuous, analytic on ID), and Mp(f, r) := llf r llv < oc for all O< p '.'Ó oo. 
Th e classical Hardy space HP(fill) consists of all anal ytic functions f : lDl-+ IC 
such that IIJIIHP := supr<l Mp(f, r) is finite. Again, we get a Ban ach space 
if 1 '.'Ó p < oo, anda p- Banach space if O < p < l. The usual Banach space 
of bound ed analytic funct ions will be denoted by H 00 (illl) . If O< q < p < oo, 
then H 00 (illl) <-; HP(lll>) e__, Hq(D) continuousl y with 'norm' one. 

Recall that f is in H P(fill), for O < p < oo, th en f* (eit) = lim fr(eit ) 
r~l 

exists m-a.e. on 11' (Fatou 's Theorem). Moreover , an element f* of LP('II') is 
genera ted in this way, and f >--> f* defines an isometr ic embeddin g H P(Jll)) _, 
LP('II'). It s range is the closure HP('II') of the set of polynomials in LP('II'). 
T his leads to the identificat ion of HP(Jll)) and HP('II'), and to th e use of HP 
as a common symbo l. 

\Ve shall be invest igat ing Carleson measur es on iili, i.e. finite, positi ve 
Borel measures µ for which the formal identity lµ : H P -+ U(µ) exists , for 
given values of O < p < q < oo, as a bounded operato r from the Hard y space 
HP(]I])) into the Lebesgue space Lq(µ). 

A characte rization of measures on IIJ) for which J,, is bounded for p < q 

was obtained by P. Duren, using a modification of th e argum ent given by 
L. Carl eson in th e case p = q. 

Theorem l. (see /5}, page 163) Let µ be a finite measure on IIJ) and let 
O< p < q < oo. Then lµ : HP(fill) -+ Lq(µ) is bounded if and only if 

µv (S(z)) '.'Ó e· II( z)lq/p \IOf. zE IIJJ. 

Examp les of measures where lµ : HP(IIJJ) -+ U( µ) is bounded for p < q 
had appeared , for instance , in t he rcsult duet o Hardy -Litt lewood [8]. 

Theorem 2. (see /5}, page 87) Let O< p < q < oo . Then 

(2) 

far all f E HP(Il])). 
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Another example for such a Carleson measures is given by the embedding 
from H 1 into the Bergman space B 2 

(3) 

Let us remark that (3) can also be shown as a consequence of Hardy 
inequality (see [5], page 48) . 

We shall present here an alt ernativ e proof of Dur en 's theorem , which 
<loes not use ideas in Carleson approac h. We shall see t hat it is act ually 
cquivalent to the Hardy and Littlew ood result in The orem 2. 

When studying Carleso n measures is, sometim es, important to consider 
not only measures on lll> bu t in IDJ. For instan ce measures concentrated on 1r, 
or measures coming from composition operators . We shall denote µJD, and 
µy the induced measures on lI]) and 1r. 

Let O < p, q < oc:. A measure µ on IDl is called a (p, q) - Carleson measure 
if f >-+ f defines a (linear , bound ed) operator 

1µ. : H P(ll])) _, U (µ) . 

If µ is a (p, q)- Carleson measure then 1µ.0 : HP(lll>) ----> Lq(µD) : f >-+ f and 
1µ.T : HP(1f) ----> Lq(µ y) : J* >-+ J* are well-defined operators. 

We first observe that thi s notion only depends on the ratio p/q. 

Lema l. (see /2/) Let µ be a measure on iDi and let O < p, s, q < oc:. Then 
µ is (p, q)-Carleson meas ure if and only if µ is (sp, sq)-Carl eson measure. 

This says that the case p < q and be redu ced to p/ q < l. Our main 
thcorem th en estab lishes the following cha racte rization. 

Theorem 3. Let µ be a fini te measu re on iDi and let O < p < l. Then the 
following statements are equivalent: 

(i) 1µ.: HP(ll]))----> L 1(µ) is bounded if and only if µy = O and 

µJD(S(z)) :S e· 1I(z)l1/p 

(ii) Th ere exists C > O such that 

VO i= z E ll]). 

k (l - lzl)¡;- 2 lf( z)ldA(z) S: Cll! llv, 

far ali f E HP(ll])). 

of ( i) follows the same steps as the one by p = q. T he proof of ( ii) uses ~ 

factor ization , but also it can be achieved by using inter polation (see [6]). 

Dircct proofs of (i) and (ii) in Theorem 3 can be found in [5]. The proof 1 
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2 Proof of Theorem 3 

\Ve shall make use of a characterization of Carleson mcas urcs in terms 
of the Poisson kernel. Th e following lemma is a mod ification of Lemma 3.3 
in [7], see also [l J for a pro of. 

Lema 2. (see (2)) Let µ be a finite measure on IT) and /et O< n < (3. Then 

sup{µ JJJ,(S(z )), µi¡(I(z ))}::; C · II( z)Iª 

if and only if 

h (1 - lz lq)¡J- a 
sup _ I _ lil dµ (w) < oc . 
lzl<I :¡; 1 - WZ 

Proof of the theorem. (i) =} (ii) Consider d¡tJJJ,(z) = (1 - lzl)¡;- 2dA(z) and 
dµ , = O. Clearl y 

µJJJ,(S( z))"" (1-l zf) (l- r) ;;- 2dr = (1- lz l) s ¡;- 2ds = -- (H z[);; 11 1 ¡I- lzl 1 p 1 

1,1 o 1 - P 

Hence µisa (p, 1)-Carles on measure. 
(ii)* (i) Let µ be a (p, 1)-Carleson measure. Take z E ll]I and f( w) = 

(1-z~)z/p. Hence IIJIIP = (1-lz\2),iP and the assumptio n gives that 

( l d (w) < C l . 
lFS 11 - zwi21P µ - (1 - izl2 ) 1/ P 

Hence an applicat ion of Lemma 2 for n = 1/p and (3 = 2/p shows t hat 

max{µ!D>(S(z)), µ,(I (z ))},:::; C · II (z) l1/P \IO#z Ell]i. 

Let us see that µ1r = O 
Every open set n ~ 1f is t he union of counta bly many disjoint intervals 

I(z) and p < 1, we may conclude th at µ1r(!1)P ::; C · líl l. By regular ity of 
t hese meas ures, we even get µ1r(B )P :::; C · IBI for ali Borel sets B ~ '!f . 
In part icular , µ1r « m and so dµT = Fdm for sorne F E L 1(m) . From 
Lebesgue differenciation th eorem one gets F(() = lim1n-o. (EI rJ¡ J¡ Fd m :::; 

limlII- O,(EI II11/p-l = O m-a.e. This gives µ1r = O. 
Conversely, by Lemm a 2, we assume that 

i (1 - lwl2)2-1 /p 
sup ll _ 12 dµ (z) < oo. 
lzl<l IJ> - WZ 
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Writting f(z) = JI) (t~<::;;)2 dA(w) one has 

k lf(z)ldµ (z) :S e( ( 1 lf(ll_'.)ll2dA( w))dµ(z) 
}'[j }ID 1- WZ 

1 (k lld~~ ~l2 ) IJ (w)ldA(w) 

:S C 1 lf(w)l(l - lwl)11v- 2dA(w) 

:S C llfll v-

3 Compactness of (p, q)-Carleson measures 

D 

We say that a measure µ on iili is a cornpact (p,q) - Carleson rneasure if 
th e formal ident ity J,, : HP([l)) --, Lq(µ) exists as a compact opera tor. 

As th e boundedness, th e condition of compactne ss only depend s on p/ q. 

Lema 3. (see/2)) Let O < p , q, r < oc be given and let µ be a measure on iili. 
Then µ is a compact (p, q)-Carleson measure if and on ly if µ is a compact 
(ps, qs)-Carleson measure . 

Lema 4. (see (2)) Let µ be a finite rneasur e on iili an d let O< a< (J. Th en 

lim max {µ1D>(S(I)),µ1r(I)} = O 
111-0 111° 

if and only if 
. 1m (1 - lzlq)/3-<> 

hm I _ líl dµ(w) = O. 
lzl-l jjj¡ 1- WZ 

We now present the proo f of the formulation of compact emb eddings. 

Theorem 4. Let O < p < q < oo and µ a rneasure on iili. Th en µ is a 
cornpact (p , q)-C ar leson measure if and only if µir = O and 

Proof. Take an increasin g sequence Tn converging to l. Put fn(w) = (l-rii l ~, . ,. 
(1- r nw ) P 

Hencc llf nllP = 1 for ali n EN. By assumpti on there exists a subseq uence 
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frn• convergent in U(µ) . Note that since the pointw ise limit is zero then 

1 (1 - r 2 )q/p 
lim I nk 12 / dµ(w) = O. 

k- H:X) [b 1 - r nk W q p 

The proof of the impli cat ion is completed by invoking Lemma 4. 
e 1 - Ü d ¡· ¡,n (S(I)) - 0 onverse y, assume µ-,, - an 1m¡1¡- o ~ - . 

Let us show th at J¡,0 : HP/q('JJ;) --> L1(µD) is compact (what is enough 
invoking Lemma 3). 

Lemma 4 gives that for E > O th ere exists o> O such that, for 1- lzl < o, 

1 (1 - lzl2)2-q/p 
1 - 12 dµ( z) < f. 

D 1- wz 

Same argument as in Theorem 3 implies 

klf( z) ldµ(z) ::; r r lf(ll_'.)I dA(w)dµ(z) 
Jo Jo 11- wzl2 

k(k 1/~~: 12)lf(w)ldA(w ) 

::; cj IJ(w) l(l - lwl)q/p- 2dA (w) 
lwl:SJ-8 

+ CE1 IJ(w)l(l - lwl)9/P- 2dA(w) 
lwl>l-8 

::; cj lf( w) l(l - lwl)9IP- 2dA (w) + CEllf llv· 
lwl:SJ- 8 

Let Un) be a bounded sequence in HP(ID;). The n Un) is relatively com
pact in H(ID;) and then there exists a subsequence convergent uniformly on 
compact sets. This and the previous estimates finish t he proof. D 

Corollary 5. Suppose that p::; r < q. Ev ery (p, q) - Carleson measure is a 
compact (p, r) - Carleson measure. 

Let X and Y be quasi -Banach spaces with separat ing duals. Recall that 
an operator u : X --> Y is completely continuou s if limn lluxn llY = O holds 
for every weak null sequence (xn) in X. 

Theorem 6. Let O < p < 1 and µ on lili be (p, 1) - Carleson measure. Th en 11. 
Jp • H'(O) - L'(µ) O romplelely ronlinM,, ~ 
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Proof. Since µy= O then Jµ is now th e formal ident ity HP(IIli) ---> L 1(µ1JJ>) : 
I,.... I since µ = µ IJJ>. Lct Un) be a weak null sequence in HP(IIli). By con
tinuity of point evaluations , limn ln(z) = O V z E D. Also, Un) is uniforml y 
integrable in L 1 (µID): given E > O there is a <Í > O such that if B e;; IIli is 
any Borel set with µ (B) < ó then JE llnl dµ < E for ali n. But In _, O 
pointwise, so that Egorov 's Theorem provide s us with a Borel set B e;; llJ) 

such that µ(B) < ó and limn ln(z) = O uniforml y on IIli \ B. Accordingl y, 
there is an n, E fil such that ÍD>\B llnl dµ < E: for n 2'. n,. We conclude that 
lllnllv (µ) < 2E for ali n 2'. ne: Un) is a null sequence in the Banach space 
uw. o 
Theorem 7. Let O < p < l, and let µ be (p, 1)- Carleson measure on loi. 
Then Jµ : HP(IIli) -, L1 (µ ) is a weakly compact operator il and only il Jµ is 
compact. 

Proof. Assum e Jµ is weakly compact. Th e compa ctn ess follows essentially 
by repeat ing an argument from the proof of Theorem 6. Let Un) be a 
bounded sequence in HP(IIli). By Montel's Theorem , sorne subs equence of 
Un) converges locally uniformly to sorne I E ri(IIli ). By Fato u' s Lemma, 
I is in HP(IlJI). Therefore it suffices to look at a bounded sequence Un) in 

HP(IIli) which converges to zero pointwise. By hypo th esis and since µy = O, 
Un) is uniformly integrabl e in L 1 (µ) = L 1 (µJD¡). But In ---> O pointwis e on Illi. 
In combination with Egorov's Theorem this yields limn lllnllv(µ) = O. D 

4 Applications 

We shall use the previous results to ana lyze embedding between Hardy 
and weighted Bergman spaces. Let p : (O, 1] ---> (O, oo) be an int egrab le 
function. Let us denote by AP(p) the space of analy t ic functions in the unit 
disc such that k ll (z)IPp(l - lzl)dA(z) < oo . 

The case p( t) = t"P- I is usually denoted A~. The reader is referred to 
(l] for sorne results on t hese spaces . 

Theorem 8. Let O< p < q < oo and let p: (O, l] ---> (O, oo) be an integrable 
lunction. Then 

{i) HP(IlJI) e Aq(p ) il and only if 

[ ,it)dt< c,'f' i 
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(ii) HP(IlJI) is compactly contained into Aq(p) if and only if 

= t !~ s p (}
0 

p(t)dt) = O. 

In particular, HP e Ai if and only if a: e:: ¡; - i. 
HP is compactly conta in ed into A¿ if and only if a: > } - i. 

Proof. (i) Consider dµ(z) = p(l- lzl)dA(z). Using Th eorem 1 we havc that 
the condition for the emb eddin g is th at 

{ p(l - lzl)dA(z) = III J,1 
p(l - r )dr '.é: CIW/P. 

Js(J) 1-111 

(ii) Same argument but applying Theorem 4. o 
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Subsets of classical Banach spaces failing 

the fixed point property 

Patr ick N. Dowling 

Abstract 

In this expository note, we consider the classical nonreflexive spaces 
c0 . €1, L 1 [0, l ] and C (O, l ] and try to identify subsets of these spaces 
that fail the fixed point property far nonexpansive mappings. 

1 lntroduction 

A large porti on of met ric fixed point theory revolves aro und th e following 
type of pr oblem: 
Let K be a closed bounded convex non-empty su bset of a Banach space X. 

Let T : K -> K be a non expan sive mapping ; tha t is, IITx - Tyll '.S llx - vll 
far all x, y E K. Does T have a fixed point; that is, does there exist a point 

xo E K so that T x o = x o ? 
If K is a closed bound ed convex non- empty subs et of a Banac h space X 

with the property th at every nonexpansive mapp ing T : K -, K has a fixcd 
point, th en we say that K has the fixed point propert y. A Banach space 
X is said to have the fixe<l point property if every closed bounded convcx 
11011-empty subset of X has the fixed point propert y. A Banach space X is 
sa id to have the weak fixed point property if every weak ly compact convex 
11011-empty subset of X ha.~ t he fixed point propert y. It is well known that 
uniformly convex spaces and, more generally, reflexive Banach spaces with 
norma l stru cture have t he fixed point property [8]. Also well known is that 
Schur spaccs and space s with the un iform Kade c-K lee proper ty have t hc 
weak fixed point property [8]. In particular , th e space e1, and the Hard y 
space H 1 , have t he weak fixed point prop ert y but th ey bot h fail to have th e 
fixed point propert y. 

The aim of this short note is to illustrate the difficulti es that one encoun
ters when one tries to determine whether or not a closed bounded convex 
non-empty subset of a Banach space has th e fixed po int propcrt y in th e 

2000 Mathemat ics Subject Classification. Primary 47HIO , 47H09, 46E30 
K ey words and phrases. Convex sets; fixed point prope rty. 
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classical Banach spaces co, R1, L 1 [O, l] and C[O, l] , each cquippcd wit h the ir 
canon ical norm. It is not our intent to be encyclop edic, but rat her to focus 
on selected examp les and short proofs that are key to under standing the 
fixcd point propert y in these spaces. 

2 The failure of the fixed point property in €1 

In C1, th e Banac h spac e of abso lute ly summ able sequences of real num
bers, t he st andar d exa.mple of a closed bounded convcx non-empty subset is 
the following 

Example l. Let (en) denote the canonical uni t vector basis of R1 and define 

K = { f>n e,, : tn ~ O for all n ~ 1, and f tn = l } . 
n=l n= l 

K is clearly a closed bounded convex non -empty subse t of R1 . Now define 
T: K _, K by 

It is trivial to check that T is a non expansi ve fix ed point free mapping on K . 

Countcrba lanci ng t his cxamp lc is the fact that R1 , equipp ed with it 's 
canonical norm, has thc weak*-uniform Kadec-Klec propcrty, and hcnce 
closed bounded convex non-empty which are weak* compact have the fixed 
point property - in particular, the closcd unit hall of C1 has the fixed point 
property [8]. Therefore a closed bounded convex non-emp ty subset of R1 may 
fail the fixed point prope rt y, but it will be contained in a closed bounded 
convex sup erset (for example, a multipl e of the unit ball of {1) th at has the 
fixed po int prop erty. 

Th e most imp ortant fcaturc to note about the set K in Ex ampl e 1, is 
t hat the sequence (en), consisting of th e unit vector bas is elements of €1, lies 
in K, and thi s scqucnce converges weak* to O, which is not in K . Of course, 
this means that K is not weak* (sequentially) comp act . Roughl y speaking, 
ali closed bounded convex non-weak* compact subsets of t 1 exhibit thc typ c 
of behavior seen in Examp le l. To make thi s stat ement more specific, we 
need a theorem of Dowling, Lennard and Turett [3]. 
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Theorem 2. Let X be a Banach space with a norm 11 · 11, and let K be a 
closed bounded convex subs et of X. Let (en) be a nu ll sequence in (O, 1). lf 
K contains a sequence (x,.) such that 

for ali (tn) E f 1, then K contains a closed convex subset C such that there is 
a nonexpansiv e affine mapping T : C -, C which fails to have a fixed point 
in C . 

Remark 3. The sequence (xn) in Theorem 2 is often refereed to as an 
asym ptotically isomet ric f 1 -basic sequence. The reason for this is because 
(x,.) is equivalent to the unit vector basis of f 1 {in particu lar, (xn) is equiv
alen/ to the sequence (en) in Example 1} with the equivalence constants ap
proach l as n _, OC·. 

It is prov ed in [2], that if K is a closed bounded convex subset of L 1[0, l ] 
which is not weakly compac t , then K contains a sequ ence such that a trans 
late of this sequence by a certain fixed element of L 1[0, l] is a multiple of an 
asymptotically isom et ric é1-basic sequence. Combining this with Theorem 2, 
we obtain the following result. 

Corollary 4. lf K is a closed bounded convex subset of L1[0, l] which is not 
weakly compact, then K contains a closed convex non -empty subset C such 
that there is a nonexpansive affine mapping T : C _, C which fails t.o have 
a fixed point in C . 

This corollary can now be used to characteri ze weak compact.ness of 
closed bounded convex subse ts of L 1 [0, 1] (equipped with it's canonical 
norm). 

Corollary 5. Let K be a closed bounded convex subset of L1[0, l]. Titen the 
following are equivalen/ ; 

(a) K is weakly compact, 

(b) Every closed convex subset of K has the fixed point property for con-
t-imwus affine self maps, 

(e) Every closed convex subset of K has the fixed point property for non- 11. 
expansive affine self maps. ~ 
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Remark 6. The word affine cannot be dropped fro m Corollary 5 because of 
Alspa chºs examp le of a closed bounded convex non-e mpt y subset of L1[0, l ] 
which is weakly compact but fails the fixed point proper ty Jor non expan
sive mappings (see {1/) . The Banach space €1 is isome tric to a subspace 
of L 1 [O, 1], so Corollary 5 can be used to characterize weak compactness in 
€1 . However, in €1 compactness and weak compactness are equivalent , so 
no Alspach-like examp les exist in €1 . As a result we can easily obtain the 
following result. 

Coroll ary 7. A closed bounded convex non -empty subset K of f 1 is compact 
if and only if every closed convex non-empty su bset of K has the fixed point 
property for nonexpan síve self maps. 

In summary, if K is a closed bounded convex non-empty subset of f.1, 

then K has the fixed point property if it is weak ' compact ; if K is not weak* 
compact , th en while K may or may not have th e fixed point prop erty, it 
will have a subset that fails th e fixed point prop erty . 

3 The failure of the fixed point property in c0 

In ca, the Banach space of sequences of real numbers convergin g to O, 
weakly compact convex non-empty sets have the fixed point propert y, by 
thc celebrated result of Maurey [10]. In parti cular , if (en) is the canonical 
uni t vector basis of co, then , since (en) is a wcakly null sequence, the closed 
convcx hull of th e sequence (en) , co{en : n 2". l} , is weakly comp act and so 
has the fixed point propert y. On the other hand , !et (sn) is the cano nical 
summing basi s of ca; t hat is, Sn = e1 + e2 + ···+e n. Not e that if we denote 
the closed convex hull of (sn) by K, then 

One can eas ily sec that the mappin g T : K -> K defined by 

subset of co that contains K , then K 1 also fails the fixed point property . To •. 
see this , do th e following: 

is a nonexpansive fixed point free mapping on K . Moreover , if K1 is any 1 
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For all u = (u¡, u2, · · · ) E ca, Jet u' = (u¡ , u2, · · ·) be th e decreasing 
rearrang ement of u. Fir st we not e that u' E ca. Secondly, for each n E N 
define u-n = u~ /\ l. Finally , define T : ca -, ca by 

00 

S(u) = (l , ü 1, Ü2,Ü3, ... ) =e¡ + ¿ Unen+!· 
n =l 

Note that S(u) E J<, for ali u E ca, and the mapping T defined above is 
equal to the mapping S, when restricted to I<. Therefore, if I<1 is any subset 
of ca which conta ins I< as a subset , then the map ping S maps I<1 into I<¡. 
Since the range of Sis contained in I<, any fixed point S must be an element 
of I<. However, S =Ton I<, so a fixed point of S must also be a fixed point 
of T, and since T has no fixed points, neith er <loes S. This example {and 
sorne variants of it) can be found in the paper of Llorens-Fuster and Sims 
[9]. 

In many respects, the behavior exhibited by the above example is canon
ical in ca. To see this we first need to define the notion of an asymptot ically 
isometr ic ca-summ ing basic sequence. 

Definition 8. A sequence (wn) in a Banach space X is an asymptoticall y 
isometric c0-summin g basic sequence if there exists a null sequence (en) in 

(O,oo) such that 

for ali (tn) E c00 , the space of finitely non-zero sequences . 

Remark 9. If, in the above definition, we let ºn = O far all n, then the 
sequence (wn) is behaving exactly like the summ ing basis (sn) in co. The 
concept of an asymptotica lly isometric co-summing basic sequence was in
troduced by Dowling, Lennard and Turett in f 5/. In that paper (which is 
quite techni cal), the authors proved that if I< is a closed bounded convex 
non-empty subset of a Banach space X, and I< contains an asymptotically 
isometric c0-summing basic sequence, then I< contains a closed bounded con-
vex non-empty subset which fails the fixed point property. They also proved 

a mu/tiple of an asymptot ically isometric c0 -summ ing basic sequence. Con- •. 

that every closed bounded convex non-empty .mbset of co (equipped with its 

canonical norm ) which is not weakly compact contains a sequence which is i 
sequently , if I< is a closed bounded convex non -weakly compact subset of ca, 
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then K contains a closed bounded convex non -empty subset that fa ils the 
fixed point property. Buil ding on this in a subsequent paper /6}, Dowli ng, 
Lennard and Turett proved that if K is a closed bounded convex non-weakly 
compact subset of co, then K fails the fixed point proper ty. Therefore , by 
com bining this result with the result of Maur ey /10}, we obtain the foll owing 
complete characteri za tion of the fixed point propert y in co. 

Theorem 10. Jf K is a closed bounded convex non-empty subset of CO, 

equipped with its canonical norm, then K has the fixed point property if and 
only if K is weakly compact. 

4 The failure of the fixed point property in L1 [O, 1] 

The well known examplc of Alspach [1] shows t hat the Banach space 
L 1 [O, 1 J fails to have the weak fixed point property. In fact, by building on 
Alspach's example, one can show that any sub set of L1 [0, 1] with non-empty 
inte rior fails th e fixed point prop ert y. Even more can be said : any subset 
of L 1 [O, 1] th at conta ins a non-trivi al order interval fails the fixed point 
property. We will give a proof of this result in the special case of subsets of 
L 1 [O, 1 J containing the arder interval determined by the identically O element 
and the identically 1 element (the set C below ). First , we need to recall sorne 
of t he details of Alspach 's construction. Let 

C = {f E L1[0, l]: O~ f(t) ~ 1, for all t E [O, l]} 

and define T : C -, C by 

Tf(t ) = {min{ 2J(2t) , 1} 
max{2j(2t - 1) - 1, O} 

for ali f E C. 

for O~ t ~ ! 
for ! < t ~ 1, 

Alspach showed that the mapping T is an isometry on C which has two 
fixed points; namely O and X¡o,l]. The mapping T is an isometric self map of 
th e closed convex subset Co = {f E C: Í¡o,iJ f = 1/ 2} of C, and therefore T 
has no fixed points in Co since Co cont ains neither of t he points O nor X¡o,iJ. 

Alspach's examp le was modified by R. Sine [llj, to prod uce a fixed po int 
free nonexpansive mapping on ali of C. This modifica t ion is achieved as 
follows; define S: C _, C by S(f) = X¡o,1¡ - f, for ali f E C. The mappin g 

mapping on C. Sine proved that ST is fixed poin t free on C. Using Sine 's •. 
result we obta in the following rcsu lt which appear s in [4]. 

Sis clearly an isomet ry of C onto C. Thus the map pin g ST is a nonexpan sive 1 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

27

Theorem 11. Let K be a closed bounded convex su bset of L1 [O, 1] which 
contains the order int erva l C = {! E L1 [0, 1] : O ::; J(t ) ::; 1, f or ali t E 
[O, 1]}. Then K fails the fixed point property for nonexpansiv e mappings. 

Proof. Define the mapping R : K ----> K by 

Rf(t) = min{ lf( t)I, 1}, for O ::O: t ::O: 1, for ali f E K. 

It is casily seen th at R is a non expan sive mapping on K and R(f) E C for 
ali / E K . N ow define U : K ___, K by 

U(!) = ST(R(f)), for ali f E K. 

The mapping U is nonexpansive since ali of the mappings, R, S, and Tare 
nonexpansive. 

To show that U is fixed point free, suppose that f E K is a fixed point 
of U, that is, U(!)= f . Since f E K, R(f) E C , and since ST maps C into 
C, f = U(!) = ST (R(J)) E C. Note that the mapp ing R restri ct ed to C 
is t he identity on C. Th erefore, f = ST (R(J)) = ST (f) and so f is a fixed 
point of ST in C. This contradicts Sine's result that ST has no fixed point 
in C [11]. This completes the proof. O 

Remark 12. One should note that even though we stated Theorem 11 for a 
closed bounded convex subset K containing the arder inte rval {! E L 1 [O, 1] : 
O ::O: J(t) ::O: 1, for all t E [O, 1]}, the proof only requires K to contain the 
order int erval and neither the closedness, boundedness nor convexity of K 
is used. 

The proof of the more general result that any subset of L1 [O, 1 J that con
tains a non-trivial order in terval fails the fixed point property, is not difficult 
but it is somewhat technic al. An improvement of this result (with an even 
more technical proof) appears in a recent paper of Dowling, Lennard and 
Turett [7}, where it is shown that every subset of L1 [0, l ] that contains the 
(non-trivial) int ersection of an order in terval and a hyperplane fails to have 
the fix ed point property fo r nonexpansive mappings. 

5 The failure of the fixed point property in C[O, 1] 

Since C[O, l ] contain s every separable Banach spa ce isometricall y, it is 

a general closed bound ed convex non- empty subset of C [O, 1]. However, we ~ 

can obtain a result that looks very similar to th e result st ate d in Th eorem 11. 

not surprising that very litt le can be said about the fixed point property for 1 
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Our main ingredient is a very slight modificat ion of an exampl e from th e 
text of Goeb el and Kirk [8, page 30]. Let 

C = {f E C [O, l ] : O :S f(t) :S 1, for ali t E [O, l]} 

and define T : C -, C by 

Tf(t) = min {l , max{O, f(t) + 2t - l} }, for O :S t :S 1, 

for ali f E C. It is trivi al t o show that T is none xpansive. Also, since 
T (f)(t ) > f( t) for sorne t > 1/ 2 or T(f) (t ) < f (t) for sorne t < 1/2, T fails 
to have a fixed point. 

Th eorem 13. Let K be a closed bounded convex subset of C [O, l] whích 
contaíns the set C = {f E C [O, l] : O :S f(t) :S 1, fo r all t E [O, l]}. Then K 
fails the fixed point property f ar nonexpansiv e mapp ings. 

Proof. Define the mappin g R : K -, K by 

R f (t ) = min{ lf (t )I, l}, for O :S t :S 1, for ali f E K. 

It is easily seen t hat R is a nonexp ansive mapping on K an d R (f) E C for 
all f E K . Now define U : K -> K by 

U (f ) = T(R(f)), for all f E K. 

T he mapping U is non expansi ve since the mappin gs R an d T are none xpan
sive. 

To show tha t U is fixed point free , suppo se tha t f E K is a fixed po int 
of U, th at is, U(f ) = f. Since f E K , R (f) E C, and since T maps C into 
C , f = U(f) = T (R (f)) E C. Not e t hat t he map ping R restri ct ed t o C is 
t he ident ity on C . T herefore, f = T(R(f)) = T(f) and so f is a fixed po int 
of T in C. This contradict s th e fact that T has no fixed point in C and so 
the proof is complete. D 

Remark 14. Again we no te, just as we díd aft er Theorem 11, neithe r the 
boundedness , closedness nor the convexity of K is used in the proof of Th e
orem 13. 
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Peridic solutions for differential inclusions 

in Banach spaces 

Jesús García Falset * 

Abstract 

The purpos e of thi s note is to prove the existence of periodic solu
tions far ccrtain type of differential inclusions posed in Banach spaces 
with the fixed point propcrty for noncxpansi, ·e mappings (FPP for 
short). In particular, we obtain that th e equati on 

where s > 1, n is a bounded open domain of IR" with smoot h boundary 
and there exists 1 < p < oo such that J(t ,x) is w-per iodic (in t) and 
f E LP(JO, w[xí1 ) admit s a weak w-periodic solution. 

1 Introduction 

In this papcr wc show that if X is a rea l Ban ach space with th e FPP and 
A C X x X is an m-acc rct ivc ope rator on X with D(A ) convex, then t he 
exist ence of a bo und ed int egral solut ion on n¡¡+ of thc d ifferen ti a l inclu sion 

u'(t) + Au(t) 3 J(t ) (1) 

where f is w-periodic and f E L¡0c(O, oo, X) , is equiva lent to the existence 
of a w-periodi c integral solution of such inclu sion (sorne results of thi s type 
were known see [2], [7],[12] and [131). Thus , if one wants to know if Probl em 
1 ad mit s a w-periodic int egra l solution it will be enoug h to study if it has 
a bounded integra l solution. In this sense, we <leal with a kind of accre tiv c 
operators (see Definition 5 be low ) for which it is poss ible to know when 
Problem 1 has a boundcd integral solution , this fac t allows us to extend 
to rcflcxive Banach spaces with the FPP the well known result of periodic 

• Parti a lly supp orted by by BFM 2003-03893-C02-02 
2000 Mathematics Subject Classífi cation. 34A60 , 34C25, 34C27, 47H 10 
K ey words and phrases . Integral solut ionsi periodic soluti ons, Accretive operators , 

nonexpa nsive mappings, fixed points 
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solution s for maximal monotonous operato rs on a Hilbert space (see [7]). 
Moreover , using these result s we obt ain th e existen ce of periodic solutions 
of the problem 

{ 
u¡ - l:,u + lul"-1u = f, on }O, oo[ x !1, 

u(t ,x) = O, on [O,oo[x8!1, 

where !1 is a bounded open domain in !Rn with smooth boundary 8!1, f(t , x) 
is a given LP-function on JO, w[x !1, 1 < p < oo, periodi c in t with period w, 
and e,> l. 

2 Preliminaries 

Throughout this note we assume that X is a real Banach space , denote by 
Ex its closed unit hall, by X* the dua l space of X , and by 2X the collection 
of subset s of X. A mapping A : X --> 2x will be called an operator on X. 
The domain of A is deno te d by D(A) and its range by R(A). We define the 
normalized duality mappin g by 

J(x ) := {j E X* : (x, j) = llx112, IIJII = llxll}. 

Let (y, x)+ := max{ (y,j) : j E J(x)}. 
An operator A on X is accretive if and only if (u - v , x - y)+ 2 O for ali 

x, y E D(A) and for each u E A( x), v E A(y) . If in add it ion R(I + >.A) is 
precisely X for ali >. > O, t hen A is said to be m - accretive. Accretive oper
ators were introd uced by F .E. Browd er [8] an d T. Kato [14] independently 
(we refer the read er to [3],[6], [9] for background mater ial on accretivity). 

Let X be a Banach space, Jet A : D(A) --, 2x be an m-accretive operator 
and f E Lfoc(O, oo, X). If we consider the following initial value problem: 

{ 
u'(t) + A(u(t)) 3 f(t) 

u (O) = xo 
(2) 

We say th at a contin uous function u: [O, + oo[--> X is a integra l solution 
of (2) if u(O) = xo and moreover the inequalit y 

llu(t) - xll2 - llu(s) - xll2 :S 2 / (f(r) - y,u (r) - x)+dr, 

holds whenever O :S s :S t , and (x, y) E A. 
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It is well known that the Problem 2 has a uniqu e inte gra l solut ion for 
each xo E D(A). Thi s concept of soluti on was introdu ced by Bénilan in [4] 
and perhaps one of the most important results involving integral solution is: 

Theorem l. Let X be a Banach space and let A be m -accretive aperat ar 
an X. Then: 

(a) Far every x E D (A) , the initial-valu e problem u ' +Au 3 J, u(O) = x , 
has a unique integral salutia n u: [O, +oo [-> D(A ) whene ver f E Llojü , oo, X). 

(b) If u and v are integral salutians aj, respectively, u'+ Au 3 f and 
v' + Av 3 g an [O, oo[, then 

llu(f)-v(t)ll 2 - llu(s) - v(s)ll2 :e; 2 [u (T)-g(T) , u(T) -V(T))+dT , 

far O :e; s :e; t. 

An integral solution of Prob lem 2 cannot be interpreted as a solution of 
Cauchy problem in a pointwis e sense, t hey are not strong soluti ons. How
ever, every strong solut ion is an integra l solutio n and moreover , und er cer
tain additional assump t ions one may obtain more regular ity of integral so
lutions. 

We denote by BV¡oc(O, oo, X) the subsp ace formed by those function s 
in L¡0 c(O, oo, X) which are of bounded variation on each compact subset of 
[O, oo[. From Theor em 2.2 page 131 and Rema rk 1 page 133 of [3] we have: 

Theorem 2, Let X be a Banach space with Radan-N ikadym praperty, f E 
BV¡oc(O, oo, X). If u is an in tegral salutian aj Proble m 2 and xo E D(A) . 
Then u is a stran g salutian of this problem. 

Finally, if X is a rea l Banach space, a self-mapping T of a nonempt y 
subset C of X is said to be anonexpansive mappin g if IITx-Tyll :S llx-yl l, 
for ali x,y E C. 

We say that X has t he weak fixed point prope rty (WFPP for short)(resp . 
fixed point property (FPP in short)) if for cach nonempty weakly compact 
convex (resp . bounded, closed, convex) set K e X an d each nonexpansive 
mapp ing T : K -> K there exists an element x E K such that x = Tx . 
Of course, both cond itions coincide when the Banach space X is reflexive. 
It is well known that under nice conditions of geometric type on the norm 
of X, the WFPP or the FPP can be guarant eed . Among many others , 

the reflexivity are examp les of such cond itions (see [10], [11] and references •. 
within). 

uniform convexity, uni form smoothness and normal struc ture along with 1 
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3 The main result 

We are going to present a result that gives us the relationship between 
the existence of bounded integral solution and the existence of a w-periodic 
integral solution. 

Theorem 3. Let X be a Banach space with the WFPP. If A: D(A)-> 2X is 
an m-accretive operator such that D(A) is convex and locally weakly compact 
and f E L),0 c(O, oo, X) is w-periodic. Th en the initial value problem 

u'(t) + Au(t) 3 J(t) 

has a w-periodic integral solution if and only if it has a bounded integral 
solution. 

Proof. The necessar y cond it ion is obvious since a continuous periodic func
tion is bounded. Conversely we consider x E D(A ), then by Theorem l(a ) 
thc problcm 

u'(t) + Au(t) 3 f(t) u(O) = x 

has a unique integral solution u: [O, +oo[-> D(A ). 
The structure of the proof follows several step s. 
First step. Let us show that v : [O, +oo[-> D (A ) defined by v(t) 

u(w + t) is thc uniqu c int egral solution of: 

v' (t) + Av(t) 3 f(t) v( O) = u(w ) 

(3) 

(4) 

Indeed, given O ::; s ::; t and (x', y) E A, by the definition of integral 
solution, we have to study if 

llv(t) - x'll2 - llv(s) - x'll2 ::O: 2 [ (f(r) - y,v(r) - x')+dr. (5) 

Notice that since u is the int egra l soluti on of (3) and v( t) = u(t + w), wc 
have 

l t+w 
llu(w + t) - x'll2 - llv(s + w) - x'll2 ::O: 2 (!(,) - y, u(r) - x')+dr = 

s+w 

= 2 ¡t (f(w + r) - y, u(w + r) - x' )+dr . 
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Now we may use that f is w-periodi c and thu s we derive that 

llv(t) - x'll2 - llv(s ) - x'll2 :5 2 [ (f(T) -y, v(T) - x')+dT. 

Which means that vis the integral solution of (4) . 

Second. We consider the Poincaré mapping P : D (A) -+ D(A) defined 
by Px = ux(w) where x E D(A) and Ux is the integral solution of (3). The 
mapping P is well defined from the uniqueness of inte gral solutions for the 

Problem 3. 
Notice that P is nonex pansive. Let x, y E D(A), th en by Th eorem 1 (b) 

IIPx - Pyf = llux(w) - uy(w)ll 2 

:5 llux(Ü) - Uy(O)ll2 + 2 l (f(T) - f (T), Ux(T) - Uy(T))+dT. 

And therefore 
IIPx - Pyll :5 llx - y ll· 

Third. Let us see that there exists a nonempt y convex weakly compact 
subset C which is P-invaria nt. 

By hypothesis we know that Problem 1 has a bounded solution Ux0 . 

Consider now the sequence (P"(x 0 )), by the first step of the proof for each 
n E N it is clear that p n(xo) = Ux0 (nw), which means that thc sequence 
{Pn(x 0 )} is boundcd. Thi s allows us to say that 

R := lim sup IIPn(xu) - xoll < oo. 
n-oo 

Th us, if we take th e subset 

C := {x E D(A) n B(xu, 2R) : limsup IIPn(xo) - xll :5 R}. 

Clearly, C is convex and weakly compact. 
Let us see that C is also P-invariant. Indeed, if y E C then 

limsup IIPn(x o) - Pyll :5 limsup ¡¡pn- l( xo) - YII :5 R, 
n- ·:::,o 

and moreover , 

IIPy - .rull :5 limsup IIPn(xo) - xoll + limsup IIP"(xa ) - Pyll :5 2R. 

exists an int egral solution u of the problem u' + A u 3 f which satisfies •. 
u(O) = u(w) and again by the first step u is w-periodic. O 

So, since X enjoys th e WFPP, P has a fixed point on C. Then there 1 
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Corollary 4. (i) . Let X be a Banach space with the WFPP. If A C X x X 
is an m-accretive operator such that D(A) is convex and weakly compact and 
/ E LLJO, oo, X) is w-periodic . Then the problem u'(t) + Au(t) 3 /(/) 

has an integral w-period ic solution. 
(ii). Let X be a Ba nach space with the FPP . If A C X x X is an 

m-accretive operator such that D(A) is convex and f E LLJO, oo, X ) is w
periodic . Then the problem u'(t) + Au(t) 3 /(/) has an integral w-periodic 
solution if and only if it has a bounded integral solution. 

{iii). Let X be a Banach space with the FPP. If A C X x X is an 
m -accretive operator such tha t D(A) is convex and bounded. Then the 
problem u'(t) + Au(t) 3 /(/) has an integral w-per iodic solution whenever 
/ E Ll 0 c(O, oo, X) and it is w -periodic. 

4 Boundedness of solutions 

Let X be a Banach space, and !et A e X x X be an m-accretive operator 
on X such that D(A) is convex and O E R(A). If we consider the initia l value 
problem (2) with f E L 1(0, oo, X) , then the integral solutions of Problem 2 
are bounded (see [15]). However, it fails when f E L¡oc(O, oo, X). 

In this section we are going to introduc e a kind of accre tive operator s for 
which it will be possible to know when the initi al value Problem 2 admits 
bounded integral solutions . 

Definition 5. Let X be a Banach space, an accretive opera tor A e X x X is 
sa id to be coercive if there exist 'Y : [O, +oo[-, [O, +oo[ with limt- oo 'Y(t) = oo 
such that for each (x , y) E A we have that (y,x) + ::C: 'Y(llxll)llxll-

Example 6. Let H be a Hilbert space. Given a , ,6 ::C: O we define the follow
ing operator: 

A: H -> 2H 

X ,_, A(x) = { xllxll" + /311; 11, x fe O 

f3Bx, x =O. 

Let us show that A is an m-accretive and coercive operator on H . 
If we take 'Y : [O, oo[-t (O, oo[ such th at 'Y(t) = 1°+1 + f3 it is ea.sy to see 

that (y, x)+ ::C: 'Y(llxll)llxll-
To see that A is accretive, it suffices to consider t he arg ument developed 

Ind eed, •. 
If llzll :5: /3 by the definition of A it is clear that z E O+ AO. 

in [13]. Thus the only thing that we have to prove is that R(I + A) = X. i 
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Th en we may assume th at llzll > /3. In this case , define the funct ion: 

f: [O, +oo[ _, IR 
>--> J(t ) = t( l + tª ) 

Since f is continuous t here exists a unique t0 E]O, :xi[ such that f (t0) 

llzll - /3. 
Now it is enough to t ake x = !'\.1 13z to see t hat z = x + Ax. 

to+t 0 + 
Th e following resu lt is interest ing in arder to have a met hod for obta ining 

coercive m-accretive operat ors. 

Proposition 7. Let X be a Banach space if A C X x X is an m -accretive 
operator with O E AO. Then, f or each a > O the new operator Ea := I + a A 
is coercive. 

Proof. Consider (x , y ) E E a, then by definition th ere exists u E A x such 
tha t y = x + au, th erefore 

(y ,x) + = llxll2 + a (u,x )+ -

Since by hypothesis O E AO and A is accretive, it is clear th at (u - 0, x-0 )+ 2'. 
O. Consequently, it is enough to obtain the result to t ake -y(t) = t. 

o 

Example 8. Let X be a B anach space and consider E : X -> X defin ed by 
Ex = x + 1+1ixll' then to see that A is an m -accretive and coercive operator 
it is enough to apply the above proposition, since it is not difficult to see that 
the operator A x = l+llxll is m -accretive on X. 

Remark 9. A n important concept o/ solution of the fo llowing init ial value 
problem 

u' (t ) + A u (t) 3 J (t) u(O) = xo OS t $ T 

can be found in page 134 o/ (3/. 

(6) 

Definition 10. A funct ion u E C([O, TI, X) is called a weak soluti on of th e 
init ial value problem (6) if t here are sequences (un) C W 1•00 (0, T, X) and 
Un ) C L 1 (O, T, X) such t hat 

(a) -9t,un(t) + Aun(t) 3 fn (t ) a .e. t E]O, T [, n = 1, 2, ... 
(b) limn-oo Un(t) = u(t ) uniformly on [O, T]. 
(e) u(O) = Xo and limn-oo Ín =fin L1(0, T, X). 

Moreover, in page 134 o/ (3} we can find an importan/ result involving this •. 
kind of soluti ons: 

Jt is easy to see that if u is a weak solut ion then it is an in tegral solution. i 
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Corollary 11. Let X be refiexive and let A e X x X be an m-accretive 
operator on X. Then for each xo E D(A), the initia l value problem (6) has 
a unique weak solution. 

As a consequence of the above Remark and Theorem 3 we obtain the 
following result. 

Corollary 12. Let X be a refiexive Banach space with the F.P.P.. Jf A : 
D(A) -> zX is an m -accretive and coercive operator with D(A) convex and 
/ E Lio c(O, oo, X) is w-periodic. Th en the initial value problem 

u' (t) + Au(t) 3 J(t) 

has a w-periodic integral solution. 

(7) 

Proof. By Theorem 3 it will be enough to see that the integral solutions 
of (7) are bounded. To see this, consider xo E D(A ) and we take Ux 0 the 
uniqu e int egral solution of the probl em 

{ 
u'(t) + A(u( t)) 3 J( t ) 

u(O) = xa. 

t E [O,oo [ 

From Corollary 11 the initial value problem 

{ 
u'(t ) + A(u(t)) 3 /(t) t E [ü,w] 

u(O) = xo. 

has a unique weak solution and therefore this weak solution will be Uxo· This 
means that there exist seqtiences (un) and Un) as in Definition 10. 

Since JE Lioc(O ,oo , X ), we know that M := fow 11/ (t) lldt < oo. 
On the other hand, Since A is coercive there exists R > O such that 

(y, x)+ > ~ llxll when ever (x, y) E A and llx ll ?: R. 
Let us show that for every n E N and for each x E D (A) th e inequality 

llux0 (nw )II ::; K := max{lln x0 (0)II, R + .M + jAxl w + 2llx ll}, 

holds, where IAxl := inf{llu ll: u E Ax}. 
Given E > O there exists no E N such that 

fow ll/n0 (t) lldt::; .M + E and llun0 (t) -ux 0 (t) II ::; E, '<:lt E [O,w ]. 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

39

If llun0 (t)II > R for every t E [ü,w], since 

fn 0 (t) - U~ 0 (t) E Aun 0 (t), a.e. t E]O, w[, 

we have that 

Therefore, there exists j(t ) E J un0 (t) such that 

Un0 (t)- u~0 (t ), j(t)) 2: M llun0 (t)II a.e . t E]ü,w[. 
w 

Now using thc differentia t ion rule of Kato , we have 

a .e. t E]O, w[, th erefore 

M + E 2: tlu,,0 (w)ll - llun0 (0)II + M 

Otherwise, let to E]O, w[ such that llun0 (to)II '.:'. R, if t 2: to since for each 
(x, y) E A we have 

llun0 (t ) - xll2 '.:'. tlun0(to) - xll2 + 2 ¡t Un0(T) - Y, Un0(T) - x)+dT 
to 

thus by a variant of Gron wal's lemma we derive tha t 

tluno(t) - xll '.:'. R + llxll + 1t llfn0(T) - YiidT '.e'. R + M +E+ llxll + IIY!IW. 
to 

Note that the above argument impli es that llux0 (w)II '.:'. K. 
Suppose now that this has been proved for 

{ U x 0 (0), U x 0 (w), Ux 0 (2w), ... , Ux 0 ((n - l) w)}. 

Consider now the following initial value problem 

{ 
u'(t ) + A(u(t)) 3 J(t) t E [O,n w] 

u(O) = xo. 
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It is clear that Uxo is th e uniqu e weak solution of the above problem, 
then we may argue as before to obtain that there exist sequences (vn) and 
(gn) as in Definition 10 and thus, given f > O there exists no E N such that 

¡nw ll9no(t)lldt :'Ó M + f 

J( n -l)w 

(Notice that this is a consequence of the w-periodici ty off.) Moreover, 

llvno(t) - Ux0 (t)II :S f Vt E [O,nw ]. 

If llvn0 (t)ll 2: R for ali t E [(n- l)w,nw), then it is easy to see that 

llux0 (nw)II ::Ó llux0 ((n - l)w)II ::Ó K. 

Otherwise, Jet so Ej(n- l)w,nw[ such that llvn0 (so)II :'::: R, if s 2: so we 
can write, 

llvn0 (s)- xll :S llvn0 (so) - xll + ¡• ll9no(, ) - Ylld, 
so 

And then 

llvn0 (s)-xll ::Ó llvn0 (so) - x ll+ ¡nw ll9n0 (,)-ylld, ::Ó R+M+t+llxl l+ IIYllw. 
J (n -l)w 

Consequently 
llux0 (nw)II :'::: K. 

This means that the sequence {ux0 (nw)} is bound ed. 
Finally , we will show that the function Ux 0 (.) is also bounded. Otherwise 

we may find to E]mw, (m + l)w[ satisfying llux0 (to)II > K + 2M. 
As a consequence of the above argument we may assume llux0 (t) II > R 

for ali t E [mw, t0] , however in this case appl ying the differentiation rule of 
Kato, as above, we arrive to 

llu (t)II:::: llu(mw)II + M, 

which is a contradiction . o 
Corollary 13. Let X be a refiexive Bana ch space with the FPP and let 
A e X x X be an m-acc reti ve and coercive operator on X with D(A) convex . 
Then given w > O and f E L1 (O, w, X) the initial value problem 

u'(t) + Au(t) 3 f(t) , t E [ü,w] 

has a weak solution u suc h that u(O) = u(w). 

(8) 
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Proof. Consid er j th e w-p eriodic ext ension oí f t o JR+. It is clear that 
Corollar y 12 yield s a w-p erio dic int egral solution u of th e problem 

u'(t) + Au(t) 3 i(t), t E [O, oo[. 

Therefore by Remark 9, u is a weak solution of the initial value problem 

u' (t) + Au(t) 3 J(t) , t E [O, w] 

which sati sfies that u(O) = u (w). o 
Corollary 14 (see [7]). Let H be a real Hilbert space. If A e H x H is 
maximal mono tone , coercive and f E L1 [O, w], H), then Problem 8 has an 
weak solution u such that u (O) = u(w). 

Example 15. Let H be a Hilbert space and A the operat or of Example (6) 
and let J E L¡0 c(O, oc , H) be a w-p eriodic fun ction . Then the diff erentia l 
inclusion u' (t) + Au(t) 3 f (t ) t :::: O, has a w -periodi c integra l solu tion . 

lf f E B l1¡0 c(O, oo, H) , by Th eorem 2, it admits a w -peri odic strong so
lution (see example of f 13/) . 

Example 16. Let X be a refiexive Banach space with the FPP. Then th e 

differential equation u' (t ) + u (t) + I+tt~/t)II = J(t ), t :::: O, has a w-period ic 

integral solution when ever f E Lioc(O, oo, X) and moreo ver it is w-periodi c. 
If f E BV¡ 0 c(O, oo, X) , by Theorem 2, it adm its a w -periodic strong so

lution . 

5 Application 

In the last decades, per iodic partial differential equa t ions have been the 
subject of extensive stud y (see for example [16] and references within). This 
section is concerned with the time periodic solution s of the problem 

{ 

U t - Lo,u + lulº- 1u = f , on JO, oo[xn , 

u(t,x) = O, on [O,oo[x8rl , 

u(O,x) = uo(x), on n 

(9) 

wf(here) a > 1, n is aLPbofunded open]dom[aii;_, in !Rn wit h smooth_ bdo_undary ~nh, ,. 
t , x is a given - un ct ion on O, w x " , 1 < p < oo, peno 1c in t w1t 

period w. 
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Given a > 1, Jet /30 be the following maximal monotone subset of IR x IR 

f3o: IR -. IR 
t >-+ /30 (t) = ltl"'signo(t ), 

where, as usual, we denote by signo the following funct ion: 

signo: IR - IR '''"'(,) ~ ¡ x>O 

>-+ o x=O 

-1 , t < o. 

Given 1 < p < oo, Jet /3c, e LP(rl) x LP(rl) be the operator define<l by 

D (j{, ) = {u E LP(rl); :lv E LP(fl), such th at v(x) E /30 (u(x)) a. e. on !l} 

/3:,(u) = {v E LP(fl) ; v(x) E f3a(u(x)) a. e. on !l} 

From [5] it is clear that f3a is an m accretive operator on LP(fl). 
On the other hand, Jet B e LP(fl) x LP(fl) be th e operator defined by 

Bu= - 6 u 'ifu E D(B ) 

where D(B) = W¿·P(fl)nW 2·P(fl). Th e argumen t develope<l in [3] show tha t 
if we define th e opera tor A := B + /t, where D(A) = D(B) n D(/3c,), t hen 
A is a m-accretive operator on LP(fl). 

Then the problem ( 9) may be rewritten as 

{ 
u'(t) + Au(t) = f(t) , O< t < oc , 

u(O) = uo. 

where u( .) is regarde d as a function from [O, oo[ to LP(fl ). 

Proposition 17. Let A C LP(O) x LP(O) be the above m-accre tive opemto r. 
Then A is coercive in LP(íl). 

Proof. First , we will prove that for each u E D (A) th e inequality 

(10) 1 
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holds . Ind ced, since u E D(A ), th en u E D(/3c,) and the refore v = lul"sígno( u) E 
V'(fl) which means that lu lpo E L1(0.). 

Now, since p > 1, a> 1 and 0. is bounded we have tha t u E v+a- 1(0.) , 

and hence uP E L r+;- i (0.), thus using the Holder 's inequality we obtain 
that 

fo lulP ~ (fo (lulP) a+:-\0+1¡;=1 (µ{fl ))a~; ~1 

and th is impli es th e inequalit y (10). 
Let us show that A is also coercive. Ind eed , since O= BO, and O= ¡{, (O), 

given u E D(A) we have 

(Au, u)+ = (Au - AO, u - O)+ ;:;, O. 

The fact that U'(fl ) is a uniformly smooth Bana ch spa ce yields 

(Au,u)+ = (Bu- O,u-0) + (/30 (u) - 0,u - O) 

Moreover th e nor malized du ality mappin g on LP(fl) has the form 

T hen ifwe call M = (µ(fl ))PCP~-00
- 11, we deduce , from thc inequality (10), 

that f0 lulp+a-l ;::> llu ll~+a- l M, and consequently , since B is an accreti ve 
operato r , we have that 

Thus, if we define 1 (t) = Mt º we derive that 

which means th at A is coercive. o 

Sincc U'(fl) is a uniforml y convex Ban ach space and A e LP(fl) x U'( fl) 
is m-accre tive then D(A) is convex , which allows us t o obta in along with 
Proposition 17 and Coro llary 12 the following result: 

Theorem 18. let 11 be a bounde d and open domai n in JR:.n with smooth 
boundary 80., and let A C LP(fl) x LP(fl) with 1 < p < oo, the above m
accretiv e operator. Th en the initial value problem 
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u'(t) + Au(t) = J(t), t E [O, oo[ 

has a w-periodic integral solution whenever J E Lf0 jO , oo, V'(íl)) and it is 
w-periodic. 

At this point, we would like to remark that following [1] and [5] it is 
possible to obtain the same conclusion as above if in Equ ation (9) we replace 
l:,u by p-Laplacian operato r of u. Thus this allows us to compare the abo ve 
theorem with th e problem solved in [16]. 

5.1 Remarks. 

Checking carefull y the proof of Corollary 12 we ma y relax its hypothe sis 
in the following sens e: 

Corollary 19. Let X be a refiexive Banach space with the FPP , if A C 

X x X is m-accret ive with D(A) conv ex, f E LLJO , oo, X) is w-periodic 
and M = fow IIJ(t)lldt . Then the initial value problem 

u'(t) + Au(t) 3 J(t) 

has a w-periodic integral solution whenever there exist s R > O such that if 

(x , y) E A with llxll > R , then (y, x)+ > ~ 114 
Example 20. Let X be a refiexive Banach space with the FPP. Then the 

differential equation u'(t) + l+~~/,)II = J(t) t 2". O, has an in tegral w-periodic 

solution whenever J E L1oc(O, oo, X) and moreo ver it is w-periodic and 

~ fow IIJ(t) lldt < l. 
As a particular case of this f act, the sam e conclusion holds when 

sup{IIJ(t)II : t 2". O}< 1 

{see (12}). 

By using the same argument of [13] it is easy to see that Theorem 2 of 
[13] can be genera lized in the following way : 

Theorem 21 ([13]). Let X be a refi exive Banach space with the FPP. Let 
F : JR+ x X _, CV(X ) be upper semi conti nuou s, boundi ng such tha t far 
all (t, x, y) E JR+ x X x X , (F(t, x) - F (t , y), x - Y)+ 2': O, and moreover 
F( t + w, x) = F(t, x) , (w > O). Then the initial value pro blem 

x'(t )+F(t,x(t)) 30 (11) 

has a w-periodic strong solut ion if and only if it has a bounded strong solution 
on [O, oo[. 
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Where CV(X) denotes the collection non-empt y compact convex subsets 
of X. 

F is bounding if it maps bounded subsets of X into bounded subsets . 
F is upper semi-continuous in X if for every x 0 E X and every open set 

G with Fx 0 e G there exists a neighborhood U of x0 such that Fx e G for 
ali x E U. 
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Free propagators and Feynman-Kac 

propagators 

Archil Gulisashvili 

Abstract 

In this note , backward free propagators associated with transition 
probability densities and Feynman-Kac propagator s corresponding to 
time-dependent families of mea.sures are studied. \Ve are interested 
in thc following problem: Determine in what form the properties of 
backward free propagators are inherited by backward Feynman-Kac 
propagators. The inheritance problem is studíed ín the present note 
in th e case of the boundedness in L ' and the boundedness in various 
spaces of continuou!'S functions. 

1 Introduction 

Propagators are two-parametric generalizations of semi groups. The term 
"propaga tor" is not standard. Various other nam es were used to lab el these 
objects (evolution families, time-inhomogeneous sem igroups, etc.) In the 
present not e, we survey sorne of the results obtained in [7-11]. We begin 
with a genera l definition of a propagator. Let B be a Ban ach space, and 
denote by L(B, B) the space of ali bounded linear operators on B. 

Definition l. A farward propagator on a Banach space Bis a two-pa.rametric 
family, S = {S(t, r) E L(B , B): O$ T $ t < oo}, such th at S(t, ,\)S(,\ , r) = 
S(t, r) far ali r $ ,\ $ t , and S(t, t) = I far ali O$ t < oo. 

A backward propagator on B is a two-parametric family of operators, 
Q = {Q(r, t) E L(B , B): O$ T $ t < oo}, such that Q(r, t) = Q(r, ,\)Q(,\,t) 
far ali T $ ,\ $ t, and Q(t, t ) = I far ali O$ t < oo. 

If such a family is defined only far O $ T $ t $ T whe re T > O, then we 
will assume that the propagator properties hold far O $ T $ t $ T. 

The assumptions in the definítíon of a farward propagator are called 1 
the flow conditions, while backward propagators sat isfy t he backward flow •. 
conditions. In this note , we will study backwa.rd prop agators. This choice 
is not discriminating , since ther e is a simpl e link between propagators and 
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backward propa gat ors. In the case of a finite t ime-inter val [O, T], forward 
and backward propagator s are connected by time reversa! r¡(t) = T - t. 
For instance , if S(t , T) with O ::; T ::; t ::; T is a propagat or on B , t hen 
Q(t, T) = S(r¡(t), r¡(T)) is a backward propagator on B . 

We will say that a backward propagator Q is stro ngly continuous if for 
every x E B, the functio n ( T, t) -, Q( T, t )x is continu ous. A backward 
propagator Q is called uniformly bound ed if 

IIQ(T,t)lls - s::; M 

where M does not depend on T and t. If for every compact subset K of the 
set O ::; T ::; t < oo we have 

IIQ(T,t)lls-s::; lvfK 

for ali (T, t) E K, th en Q will be called locally unifor mly bounded. A 
backward propagato r Q is called separately stro ngly continuous if for every 
fixed t and x E B , the function T -, Q(r, t) x is continu ous on [O, t], and for 
every fixed T and x E B , the function t-, Q(T,t)x is continuous on [T,TJ (if 
T = oo, then we consider the interval [t, DO) inste ad of t he interval [t, T ]). 
Similar definitions can be given in the forward case. 

The following assertion obtained in [11 J shows tha t th e joint strong con
tinuity and the separate stro ng continuity of propa gators are equivalent in 
th e presence of the local uniform boundedness: 

Theorem 2. For a backward propagator Q on B , the following are equiva
lent: 
( i) The strong continuity. 
(ii) The strong separat e continuity and the uniform local boundedness. 

The same result holds for forward propagators. 

A simplest example of a propagator can be obta ined from a semigroup 
St 011 a Ban ach space B. Consider th e family of operato rs given by { S1_ 7 }. 

Th en it is simult aneously a forward and a backward propagator on B. 

2 Backward propagators generat ed by transition 

functions 

processes. Let E be a locally compact second countab le Hausdo rff topolog- •. 
ical space. It is known t hat E is a-compact and metrisable. We will fix a 

Various examples of backward propagator s arise in t he theory of Markov 1 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

49

metric p : E x E -> [O, oo) generating th e topolog y of E , and denot e by E 
the a-alg ebra of Borel subsets of E. 

Let P(r,x;s,A), where O :e; r < s < oo, x E E , and A E E, be a 
transition probabilit y function. This means that t he following conditi ons 
hold: 

l. For fixed r, s , and A , P is a nonnegative Bore l measurable functi on 
on E. 

2. For fixed r , s , and x , Pis a Borel measure on E. 

3. P(r, x; s, E) = 1 for ali r, s, and x. 

4. P(r,x;s,A) = JE P (r,x ;u,dy)P(u,y;s ,A) for ali r <u< s, and A. 

Given a transition probabil ity function P, we ca n define a family of contra c
tion operators on the space Ve of bound ed Borel functions on E by 

{ Y(r,t )f( x } = JEJ(y)P(r, x;t,dy), O :5 r < t < oo 
Y(t, t)J(x) = f(x) , O :5 t < oo 

for ali x E E and f E L'f. This family will be called the free backward 
propagator associated with P. 

Let us fix a non-negati ve Borel measure m on (E , E) (the reference mea
sure). We will write dx instead of m(d x), and will always assume that 
O < m(A) < oo for any compact subset A of E having nonempty interior. 
By Lr with 1 :5 r '.5 oo will be denoted Lebesgue spaces with respect to th e 
measure m. Th e space of ali Borel functions from L' will be denoted by L';;. 
If P is a transition probability function, then we will say that P possesses 
density p, if there exists a nonnegative function p(r , x; s, y) such that 

P(r,x ;s,A) = lp(r ,x ;s,y )dy 

for ali A E E. In this case , the free backward propagator Y is defined on th e 
space L 00 by 

{ Y(t,r)f(x} = JEJ.(y)p(r,x;t,y}dy, O :5 r < t < oo, 
Y(t, t)f (x} = f(x ), O :5 t < oo. 

order non-div ergence or divergence form parabo lic partia l differential equa- ~ 

tio ns on Rn. If there exists a fundamental solution for such an equati on , 

A rich source of tran sit ion probability densiti es is the theory of second 1 
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then it can be used as a t ran sition density. Numerou s result s concern ing 
the existence of fund amenta l soluti ons in thc case of parabo lic equat ions 
with time-d ependent coefficients can be found in [4, 5, 12, 14] (see also thc 
references in these pap ers). Next we will give sorne deta ils. 

Let us consider the following equation: 

&u 
ar+ Lu = O. (1) 

In 1, L stands for the different ial operator given by 

n é)2 n O 
L = L Uij(r,x) aa + ¿b ;(r ,x)a 

i-,j=l Xi Xj i=l Xi 

(2) 

(11011-divergence form) , or by 

(3) 

(divergence form). Let us also consider th e final value problem, 

{ 
&u 
ar + Lu = O, O -<:: T < t -<:: T , 

u(t ) = J, 
(4) 

for cquation l. Solution s to problem 4 with L in the divergence form are 
und erstood in th e weak sense. Thc following results are known: 

Non-divergence f orm. Let L be as in formula 2, and assume th at 

l. T he function s aij and b; are bound ed and measura ble on [O, T] x Rn; 

2. There exists a constant ry > O such that for al! ( T, x ) E [O, T] x Rn and 
any collection of real number s A¡,··· , An, 

n n 

¿ a;;(r ,x) A;Aj 2: ry ¿ >-;; 
i, j=l 

3. Th ere exists a constant íi wit h O < íi -<:: 1 such t hat 
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Then there exists a uniqu e fund amenta l solu t ion p(r, x ; t, y) of equat ion l. 
The function p satisfies th e following conditions: it is jointly continuous , 
strictly positive, 

" alx - Yl2 
p(r , x; t , y ) ::; M(t - r)-2 exp{- }, 

f- T 

and 
8p n+i alx - yl2 

1-a (r , .cr;t,y) I ::; M(t-r) - -, exp{- }. 
X; t - T 

For f E Cg'(IR.n) and t > O, the function 

u( r,x) = r f(y)p(r , x;t ,y)dy 
}Rn 

is in ct·2 ([0, t] x Rn) and sat isfies 4 (see c.g., [4, 5, 121). 

(5) 

(6) 

Divergence f orm. Let L be as in 3, and suppose that conditions 1 and 
2 hold for a;J and b;. Th en there exists a uniqu e fundam ental solution 
p(r, x; t, y) of equation 1 satisfying estímate 5 (more information on funda
mental solutions in the divergence case can be found in [141). 

An important special example of a transition pro bability density is the 
Gaussian density, 

n izl2 
Pt(z) = (21rt)-2 exp{--} , 

2t 

on Rn. In th is case , t he free backw ard propagator is related to th e heat 
semigroup, 

Stf(x) = f * Pt(x) , (7) 

by the standard formula 

Y(r, t)f = St-rf. (8) 

Our next goal is to define and study Feynman-K ac propagato rs. Th ey 
are connected with perturbations of free propaga tors by time-dependent 
funct ions or measures. We will need sorne definition s and results from the 
theory of Markov processes. 

Let !1 = EIO,oo) denote the space of ali paths in E equipped with 
the cylindrieal a-algebra F, and Jet P he a transition probability func-

ccss (Xt ,:F[,Pr,x), (r , t) E D00 , on (!1,F) with the phase space (E,E) . Here •. 
Xt(w) = w(t), F,' = a (Xs : T ::; 8 ::; t), and Pr,x with O::; T::; T and x E E 

tion. Then there exists a non-terminating non-homo geneous Markov pro- 1 
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is a measure on F such that 

Pr,x(w(t1) E A1; · · · ;w(tk-1) E Ak-1;w(tk) E Ak) 

= r P(r,x;t¡,dxi) r P (t1, x1;t2,dx2)··· r P (tk-),Xk-1;tk,dxk) 
ÍA, ÍA, ÍAk 

far ali r < t 1 < t2 < · · · < tk S T and Ai E E far 1 S i S k. We will also use 
non-homogeneous Markov processes defined on a general probability spa ce 
(l1, F) (see [3, 6, 22]). 

The Markov property of the process X fallows from th e definition s and 
can be farmulated as fallows: Far ali OS r S s S t S T , x E E, and g EL '[', 

Y(t, s)g(Xs) = Er,x(g(X1)IF. ) 

Pr,x a .s. We will restrict ourselves to progressivel y measurable processe s. 
A process X is called :F[-progressively measurabl e, or simply progr essively 
measurable, if far every T and t with OS T < t S T, the mapping (s,c..,) ---+ 
w(s) of [r, t] x !1 into E is a(B¡r,t] x F{)/E-measurable. It is known that 
every left- or right-continuous process is progressivel y measurable ( see [6, 
23] far more infarmation concerning progressive measurability of stochastic 
processes). We will deno te by M the class of ali t ransition probability 
functions P such that there exists a progressively measurable process X 
corresponding to P. If PE M, then we will always choose a progressivel y 
mea¡;urable proces s X to represent P. 

It is known that the condition 

far ali O S r < s < t S T, x E E, and E > O, or equivalently, the condition 

lim ( P(s,y;t,G,(y))P(r,x;s,dy ) = O 
t-s-0+ ÍE 

(9) 

where E> O, x ,y E E, G,(y) = {x E E: p(x,y) > t}, and O S r < s < 
t S T, guarantees t hat PE M (this follows from Theorem 4 in Chapter 1.6 
in [6]). The equivalent conditions mentioned above are called the stochasti c 
continuity conditions far the process X. It is also known that the unifarm 
stochastic continuity condition far the transition function P, 

lim supP(s,y;t,G,(y)) = O 
t-s-O+yeE 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

53

for ali E > O, is stronger than condition 9, and impl ies the existence of 
a proc ess X corresponding to P and such that X is r ight- continuou s and 
possesses left-hand limits (see [6], Theorem 2 on p . 75). 

The sample paths of progressively measurable processes are Borcl mea
surable functions. Hence, if X is progressivel y meas urable, then the func-
tíonal 

Av (T, t) = [ V(s , X 8 )ds (10) 

is defined for appropriate Borel functi ons V on [O, TJ x E. Moreover, for ali 
O S T S t S T, th e random var iable Av ( r , t) is J7- meas urable. 

Definition 3. Let PE M, and let V be a Borel function on [O, T J x E. We 
will call the family of linear operators, 

Yv(T,t)g(x) = E 7 ,xg(X t)exp{- [ V(s,X.)ds } , OS T S t S T, 

the backward Feynman -Ka c propagator associatcd with P and V. 

For a t ime-dcp endent measure µ, th e backward propagato r Yµ will be 
defined in Section 5. 

3 N on-autonomous classes of functions and mea

sures 

Let P be a transition probability functi on from the class M, and assum e 
th at V is a Borel function on the set [O, T J x E , where T > O is a fixed numb cr , 
an d µisa family {µ(t) : OS t S T} of signed measures on (E,[). Consider 
the following potential operators: 

Nv(T,t,x) = [ Y(T,s)V(s)(x)ds, (T, t) E Dr, x E E, (ll) 

and 

N(µ)(r, t ,x) = [ Y(r,s)µ(s)( x )ds, (r ,t ) E Dr , x E E. (12) 

It is assumed in 11 and 12 that the int egra ls on the right-hand side make 
sense. In 12, we also assume that P possesses density p. 

Definition 4. Let P E M. Then we say that V belongs to the class Pj, 
provided that 

sup supN(IVl)(T,t , x) < oo. 
(T,t )ED r xEE 
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Let V E Pj. Th en we say that V belongs to th e class Pj, provid ed that 

lim sup N(IVl)(t, T, x) = O. 
t-T-O+xEE 

Suppose that P E M possesses density p. Then we say that µ belongs 
to the class P;,,, provided that 

sup supN(lµl)(T,t, x) < oo. 
r:(,,t )ED T x EE 

If µ E P;,,, t hen we say that µ bclongs to th e class P;,,, provided th at 

lim supN(lµl)(T,t,x) = O. 
t- T------+O+xE E 

The classes defincd above were studied in [11]. In the case of the heat 
semigroup, thes e classes were introduced in [8, 9]. 

Th e following non-standard approximation was cons idered in [11]: 

Definition 5. Let PE M , V E PJ, and Vi E PJ for ali k ~ l. Then we 
will say that the sequence Vk (-approaches V provided that 

and 

lim sup suplN(V-Vi)(r,t,x )l ->O, 
k- = (, ,t)EDr xEE 

lim supsupN(IVkl) (T,t,x) =0. 
t - ,- 0+ k2: l xEE 

If P E M possesses den sity p , th en we will say tha t a sequence µk E P;,,, 
k ~ 1, (-a pproaches µ E Pj provided that 

and 

lim sup suplN(µ-µk)(T,t ,x) l->O, 
k-oc (r ,t )E Dr xEE 

lim supsupN(lµk l)(r,t,x ) = O. 
t - , -0+ k2: l xEE 

The next results from [11] explain why thi s typ e of approximation is 
useful in the theory of Feynman-Kac propagators. 

Theorem 6. Let P E M, and let V E Pj and Vi E Pj be such that Vi 
(-approaches V. Then 

lim sup IIYv(T,t )-Yvk(r,t) lli=- L= = O. 
k- oc (, ,t )ED T l l 
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Suppase that P E M passesses density p, and let µ E P;,, and µk E P;,, 
be suc h that µk ( -approa ches ¡1. Th en 

lim sup IJY¡,(r ,t)-Y¡, k(, , t)l loo-oo = O. 
k- oc (r,t)ED, 

Theorem 7. (a) Let P E M and V E Pj. Far k 2'. 1, O :<: , :<: T, and 
x E E, put 

. 1 
9k(,,x) = kN(V)(, , mm (, + k,T ),x) . 

Th en the f allawing canditions hald: 

far all k 2'. l; 

and 

9k E Pj 

lim sup suplN(V-gk )(r,t,x) l =O ; 
k- oo (r ,t)EDr xEE 

lim sup supN( l9kl)(r , t,x) = O. 
t - r-0 + k21 xE E 

(13) 

(14) 

(15) 

(b) Suppase that PE M passesses density p , and let µ E P;,,. Far k 2'. 1, 
O:<: T :<: T, and x E E, put 

1 
9k(r , x) = kN(V)(,, min (, + k ' T ),x ). (16) 

Then canditians 13-15 in part (a) aj Lemma 1 hald wit h ¡1 instead aj V. 

lt is clear from theor ems 2 and 3 that imposing var ious restrictions on 
the potentials N ( V ) and N (µ), we can get new inte resting classes of func
tions and measures. The fallowing notation will be used in the seque!: the 
symbol BC will stand far the space of ali bound ed continuous functions on 
E equipped with the norm 

llfll c = sup lf(x)I, 
xEE 

by C00 will be denoted the space of ali conti nuous functions on E vanishin g 
at infinity, and by BUC will be denoted the space of bounded unifarm ly 
continuous functions on E. T he fallowing classes were intro duc ed in [11]: 

Definition 8. We define t he function classes Pj,c and Pj.u as fallows: 

V E Pj,c =VE Pj and N(V)(r,t , ·) E BC far ali (,,t) E Dr , 

V E Pj,u =V E Pj and N(V )(r, t, ·) E BU C far ali (r, t) E Dy. 
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Definition 9. We define the class 'Dj,c as follows: A function V E Pj 
belongs to thi s class if ther e exist s exists a sequen ce Vk E Pj such th at 
Vk(t, ·) E BC for ali k 2: 1 and O :S t :S T, and Vk (-approaches V. Th e 
class 'Dj,u is defined similarl y. Here we require the condition Vk(t, ·) E BUC 
for ali k 2: 1 and O :S t :S T , and Vk (-approaches V . 

Remark 10. If P posses ses density p, then the classes of time-dependent 
measures P;,,,c, P;;,,u, v;,,,c, and v;,, ,u can be defined similarly. 

T he next lemma descri bes th e relations between the classes in definit ions 
4 and 6. 

Lemma 11. The followi ng assertions hold: 

l. Pj,c e 'Dj,c and P;,,,c e v;,,,c. 
2. Pj,u e 'Dj,u and P;,,,u e v;,,,w 
3. If V E Pj , and there exists a sequence Vk E P j ,c such that Vi ( -
approaches V, then V E Pj,c Sim ilar/y , if µ E P;,,, and there exists a 
sequen ce Vi E Pj ,c suc h that Vi (- approaches V , then µ E P,';.,c· 
4. If V E Pj, and there exists a sequence Vk E Pj ,u such that Vk (
approaches V, then V E Pj ,u· Similar/y, if µ E P;,,, and there exists a 
sequence Vk E Pj,u such that Vk (-approaches V , the n µ E P;,,,u· 

The proof of this lemma can be found in [11 J. 

4 The functional Aµ and the backward propagator 

Aµ 

Now we are ready to define the Feynman-Kac propagator Y¡, for a time
dependent measure µ. Fir st we should determine what functional replace s 
functional 10 in the Feynman-Kac formula for Y¡, with µ E P;,,. It is natural 
to try to (-approximate µ by a sequence of function s 9k E Pj, and prove that 
the corresponding sequ ence of functionals A9k converges in an appropriat e 
sense. Th en th e limit of t he sequen ce A9k ca n be a good candi date to replace 
Av. It was shown in [11] th at A¡, exists and sati sfies t he following condition : 

for every n 2: l. In 17, the functions 9k are defined by 16. It can be shown 

condition s for th e existe nce of A¡, are: PE M , P possesses density p, and ~ 

µ E P,~,. 

that the functional Aµ is unique up to equivalence (see [11]). The sufficient 1 
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Definition 12. Let P E M be a t ransit ion probability funct ion possessing 
density p, and !et µ E P;,.. T hen th e family of opera tors , 

is called the backward Feynm an-Kac propag ato r assoc iated with P and µ .. 

5 The inheritance problem for Feynman-Kac prop

agators 

Th e free backwar<l propa gator Y associated with a tra nsition prob ability 
function P and the backward Feynman-Ka c propaga tors Yv and Yµ are 
closely connected. Various properties of Y are inheri t ed by Yv and Yµ (see 
t he results below). However, it is interesting to mentían that sorne simpl e 
prop erties are not inherit ed . Amon g such prop erties is th e L1-bound edness . 
This was shown in [9] for forward propagato rs and the space R3. Next 
we will descr ibe how to const ruct such a counterexamp le in th e case of 
backward Feynma n-Kac propaga tors and the space Rn with n 2'. 2. Let t he 
free backward propa gator Y be given by 7 with S1 defined by 8, and consider 
th e following functi on on the space [O, l] x Rn: 

1 
V(t ,x )=- v'f=tlnl ~t lx l · 

It follows from Lemma 7 in [9] th at 

V E P* {e} lim sup ¡t 1 ds = O. 
f t~O +h :OS,hS,1-tlo y's ) l-s-hln l -~- h 

(18) 

Lemma 7 was est ablish ed in [9] in the case n=3 , the general case is similar. 
We have 
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as t __. O+. Therefore , it follows from 18 that V E Pj. 

Now suppose that Yv(T , 1) E L(L1, L1) for sorne T O :s; T < l. Then 
Yv(T, 1)1 E L 00 , and hence , the function given by 

wherc Bs is a standard Brownian motion in R n, belong s to the space Loc. 
It follows that the function 

also belongs to L=. We have 

<l>h) = ¡1-r r;. 11 edsf IYl- 1 (21rs)- ~exp{ -lx -2 yl 2 }dy 
lo V S n S j Rn S 

i l-T 1 a J, 
2: e r;.¡ e (21rs)-'ids lv l- 1dy 

O V S ns y,¡x-yl'.'::vs 

i ]-T 1 
:::: e ¡;;e°(lxl + vs)-1. 

o v s In; 

This provides a contradiction to the boundednes s of th e function q,. 

Hence, we conclud e that V E Pj , but Yv(r, 1) i L (L1, L1 ). 

The next results were obtained in [11 J. The first theorems concern the 
L5-boundedness and the (L5 - U)-smoothing property : 

Theorem 13. (a) Let PE M. Then far any V E Pj, Yv is a backward 
propagator an L'['. 
(b) Suppase that PE M passesses the density p, and let V E Pj. Then Yv 
is a backward prapagatar an L'x. 
(e) Suppase that PE M passesses the density p, and let µ E P;;,. Then Yµ 
is a backward prapagatar an L 00 • 

Theorem 14. Let l < s < c,o and l :s:; r < s. Then the f allawing are true: 
(a) Let P E M and V E Pj. Suppase that the free backward propagatar 

canti nuaus an Lf, then Yv is a strangly cantinuaus backward propagatar an ~ 

Y satisfies Y(r,t) E L(L'i,L'i) far all (T,t) E Dr. Then Yv is a backward 
propagator an Lé. Jf, in additian, Y is unifarmly baunded an L'i and strangly i 
Lé. 
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(b) If P E M passesses the density p, and if Y(r , t) E L(U, U) far ali 
(r,t) E Dr, then Yv is a backward prapagatar an L8. If , in additian , Y 
is unifarmly baunded on L' and strangly continuaus an Ls, then Yv is a 
strongly cantinuaus backward propagatar an L 5 . 

(e) Suppose that P E M possesses the density p and let ¡, E P,;,. Jf Y ( r, t) E 

L( L' , U) far all O s; T < t s; T, then Yµ is a backward propagator an L8. If 
in addition, Y is unifarm ly baunded an L' and strongly continuaus an L s, 

then Yµ is a strangly cantinuaus backward propagatar an L8. 

Theorem 15. Let 1 < s < q s; oo and 1 s; r < s. Then the f ollowing are 
tru e: 

':'J. 
(a) Let P E M and V E Pj. Suppose that Y(r, t ) E L(L'i;, Lf) far all 
OS:: T < t S:: T. Then Yv(r,t ) E L(VJ:,Lt) far allO S:: T < t S:: T. 

(b) If PE M possesses the density p, V E Pj , and Y (r , t ) E L(U, L 'f!) f ar 
all Os; r < t s; T , then Yv (r , t) E L(L8, U). 

(e) If PE M possesse s the density p , µ E P:ri, and Y (r, t) E L(Lr, L ~) for 
all Os; r < t s; T , then Yµ(r , t) E L(L', L4). 

Thc next group of rcsul ts concerns the inheritance of the boundedness 
in the spaces of continuous functions on E. 

Definition 16. A backward BC-propagator is called a backward Feller 
propagator. A backward C00 -propagator is called a ba ckward Feller-Dynkin 
propagator. If a backward Lf-propagator Q is such tha t Q(r, t) E L(U[', BC ) 
for al] O s; r < t s; T , then it is said that Q satisfies th e stro ng Feller condi
tion. If a backward Lf'- propagat or Q is such that Q(r, t ) E L(L'F, BUC) for 
all O s; r < t s; T , then it is said that Q satisfies the strong BUC -condit ion. 

Remark 17. If Q is a backward L00 -propagator, then we may replace the 
space L'F by the space L 00 in the definition of th c strong Feller and the 
strong BUC-condition. 

Theorem 18. Let PE M and V E Pj. Then the falla wing assertian s hold: 
(a) IJY satisfies the strong Feller canditian, then Yv alsa satisfi es the same 
canditian. 
(b) If Y satisfies the strong BUC-condit ian , then Yv also satisfies the same 
candition. 

Feller canditian. Then the fa llawing assertians hold: ~ 

(a) IJY is a backward Feller-Dynkin propagator , then Yv alsa has the same 

Theorem 19. Let p E M, V E Pj, and suppose that Y satisfies the strong i 
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property. 
(b) IJ Y is a strongly continuous backward Feller-Dynkin propagator, then 
Yv also has the same property. 

Theorem 20. Let P E M, V E Pj, and suppose that Y satisfies the strong 
BUC-condition. Then the fo llowing assertion holds: 
If Y is a strongly continu ous backward BUC-p ropagator, then Yv also has 
the same property. 

Theorem 21. Let PE M. Then the following assert -ions hold: 
(a) Suppose that Y is a backward strong Feller propagator. Suppose also that 
Y is continuous on BC in the topology of uniform convergence on compact 
subsets of E. Let V E Pj. Then for every t E (O, T] and any g EL '[', the 
function (r,x)-, Yv(r,t )g(x ) is continuous on the set [O, t) x Rn. 
(b) Suppose that Y is a strongly continuous backward BUC-propagator pos
sessing the strong BUC-property. Let V E Pj. Then for every t E (O, TJ 
and any g E L'[' , the function ( r, x) -> Yµ ( r, t )g(x ) is continuous on the set 
[O, t) X Rn. 

If we assume that V and µ belong to the classes in definitions 5 and 6, 
we get stronger results. 

Theorem 22. Let P E M and V E Dj,c· Then the fo llowing assertion s 
hold: 
(a) If Y is a backward Feller propagator, then Yv has the same property. 
(b) If Y is a backward Feller-Dynkin propagator, then Yv has the sam e 
property . If, in addition, Y is strongly continuous on C00 , then Yv is a/so 
strongly continu ous on C00 . 

Theorem 23. Let PE M and V E Dj,u· Then ifY is a backward BUC
propagator, then Yv has the same property. If , in addition, Y is strongly 
continuous on BUC, then Yv is also strongly continuo us on BUC. 

Remark 24. Theorem 10 (Theorem 11) holds for a t ime-dependent measure 
µ E 'Dm,c (µ E 'Dm,u), provid ed that P E M possesses dens ity p. 

6 Applications 

be such a fundamenta l solut ion. It is not difficult to prove, using estimates 5 •. 

Let us go back to the case of free backward propagators associated with 
fundamental solutions of equation 1 with L in non-divergence form. Let P i 
and 6, that the backward free propagator Y associated wit h the density p is 
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(L' - Lq)-smoothing for ali 1 ::O: s ::O: q ::O: oo, and possesses th e strong Feller 
and the strong BUC-prope rty . It follows that Y is a backward BC- and 
BUC-propagator. Moreover , Y is a backward C=-propagator (use estímate 
5). 

The following simple lemma is useful in problem s concerning the approx
imation by backward propagators: 

Lemma 25. For every func tion f E BUC and E> O, we have 

llf - Y(r, t)fllc ::O: sup lf(x) - J(y)I + 2llfllc sup 1 p(r, x : t, y)dy . 
p(x ,y):S < xEE y cp(x .y)>< 

Using this lemma and Theorem 1, one get s the following assertion (see 
(111): 

Lemma 26. Let p be a fundamental function for equation 1 in non-divergen ce 
form. Then the fre e backward propagator Y associated with p is strongly con
tin uous on C00 and BUC. 

Since th e backwa rd free propagator in the exampl e above is (L 8 - Lq)
smoothing for ali 1 :::: s :::: q :::: oo, possesses the strong Feller and th e st rong 
BUC-property, and is a strongly continuous propagato r on Coc and BU C , 
the perturbed backward propagator Yµ with µ E P;,, satisfies Yµ(r , t ) E 

L (L', U) for ali (r, t) E Dr and 1 < s:::: q:::: oo, posses ses the strong Feller 
and the strong BUC-prop erty, and is a strongly continuous propagator on 
Coc and BUC (see theorems 3-8). 

As in the non-d ivergence case, the backward free propagator Y in the 
divergence case is such that Y( r ,t) E L(LS,U) for ali (r,t) E Dr an<l 
1 ::O: s :::: q :::: oc (this follows from the Ga ussian estímat e). The stro ng 
Feller property also hold s for Y ( this follows from th e Gaussian estímate 
and the continuity of p). Moreover, Y is strongl y continuous on Coc (this 
fact can be obtained from the strong Feller propert y, the Gaussian estimat e, 
Lemma 3, and the ideas in t he proof of part (b) of Theorem 7.6 in [111). 
Hencc , using the theorems in Section 5, we see that the perturbed backward 
propagator Y,, with µ E P;,. satisfies Yµ E L(L S, U ) for ali (r, t) E Dr and 
1 < s ::O: q ::,; oo, possesses the strong Feller property , and is a strong ly 
continuous backward propagator on C00 • 
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Survey on operators acting on 

distribution spaces of local regularity ?jJ(t) 

S'ilvia l. Hartzstei n • 

Abstract 
This is a survey of Besov and Triebel-Lizorkin spa ces of distribu

tions with local regularity measured by a function ,/;, ami integrabilit y 
determined by th e index p and q, and the operators -generalizations 
of th e classical fractional integral and dcrivati ve opcrntors of arder n
acting between spaces of the same scale but of different local regularit y. 
The underlying geometr y is th at of homogeneous type spaces and thc 
modul-i of continui ty ,/; belong to a larger class than the potentials t°'. 

1 Introduction 

T he Littlewood-P aley t heory provides a unif y ing appro ach to the stud y 
of most of the class ica l fun ct ional spac es 011 IR" as, for example, Lebesgue 
spaces , Hard y spaces, Sobolev spaces , different kind of Lip schit z space8 and 
BAfO, toget her with their traces un subspaces. By mea ns of this theory 
a li t hese space8 can be characte ri zed thr ough th c ac t ion of an approp ria te 
farnily of operators . (Fo r an insight on t hese tapies , see, for exa mpl e [5], 
[12], [13], [14] and [15]). 

From this unifyin g appro ach arise the hom ogencous Besov spaces, i3;:·q(Rn ), 
and Triebel-Lizorkin spaces , Fp",q(R") , whos c loca l regu larity is determin ed 
by t he pot enti a l tª and t heir int egra b ility by t he ind ex p and q. 

!v!ore p rec isely, !et cp be a function with the following pro pe rti es : 

cp E S(R") 

supp cp e {( E R" : 1/2 :e; [~I :e; 2} 

lcp(OI 2'. e> o if 3/5 :e; 1(1 :e; 5/ 3 

(1) 

(2) 

(3) 

"Supported by Uni versidad Nac ional del Litoral & Inst itu to de f\.latemática del Litoral, 

Sauta Fe. Argentina 1 
2000 M athemal'ics Subjecl Classifi cation . 42B20 •. 
K cy words and phra .ses. Fractional Integral operato r, Fractiona l Derivative operator1 

Integral operator of funct ional order: Derivative operator of functional arder Calderón

Zygmund operato rs, Be.sov spa<.;es, Trieb el-Lizo rkin spaces , Spaces of homoge neo us type 
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Set 'Pt = t- n<p(C 1x), for t > O. The Besov space Éf 'q(Rn), a E R, 1 ::::; 
p, q ::::; oo is the family of ali f E S' /P, tempered dist ributi ons modulo 
polynomials, such that 

llflls;q = (fo'X) (Cºll'Pt * fllv)q~) i < oo, 

llflltr "" = sup (t-"ll'Pt * fllvl < oo, 
P O<t<x 

Ü < p '.S oo, Ü < q < 00 

Ü < p '.S 00, 

and intcrchanging the order of the norms in the ab ove definitions we obtain 
the Triebel-Lizorkin space P;·q(Rn), a E R , 1 :S p , q '.S oo, p # oo, 

( r'° dt) * llfllt; ·• = 11 lo (C°'l'Pt * Jlr-¡ IILP < OO. 

Ther e is a formula , du e to Cald erón, closely relate d to th e st udy of 
t hese spaces. For exam ple, it shows that thc definition s of these norms are 
indcpendent of the choice of <p satis fying (1), (2) and (3). Moreover , it 
allows the characterization of ali the spaces we ment ioned at the beginning 
as special cases of the Besov and Triebel-Lizorkin spaces. 

There are man y versions of this formula, one of it s continuous variants 
stated as follows: 

Calderón's Reproducing Formula: 

Assum e that <p satisfi es (1), (2) and (3). Th cn th cre exists a function 'ljJ 
satisfying (1) and (2) such that for JE S' / P, 

100 dt 
J(x) = (wt * 'Pt * f)(x)- , 

o t 

where the integral converges in the distribution sense. 
Sorne examples of Litt lewood-Paley characteri zat ions obtained by using 

th e Calderón reprod ucing formula are th c following. 
Lebesgue and Hardy spaces satisfy LP '.::= pg,2 , 1 < p < oc and , in genera l, 
HP '.::= pg,2 , Ü < p < OO. 

For O < a < n, the Lipschit z spac e Aª of complex functions f (modulo 
constants), such that there exists a constant C 

lf(x) - f(y)I :S Clx - YIº, 

for ali x and y E Rn, satisfies A0 '.::: B'g,;00 . 

The Sobolev space it of tempered distributions (modulus polynom ials of 
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ordcr at most k - 1) such that al! their (weak) deriva t ives of order k are in 
LP satisfies Lf '.ce f;,2 , 1 < p < oc, 
Finally, if we consider the fractional derivative operato r defined through 
the Fourier transform by Dª J(O = Cal~Iª J(O, the n the fractional Sobolev 
space L~ of tempered distr ibutions such that Dª f is in LP, satisfies L~ '.ce 

f;, 2 , 1 < p < OC, 

In the more general setting of spaces of homogeneous type there are nei
th er convolutions nor Four ier tran sform, Neverth eless, since an appropriat e 
family of operators , { Qd t>O, can be const ructed in t his context, namely, 
a collection of operators whose kernels satisfy certai n size, smoothness and 
momcnt conditions and the property fo"' Q,f = l on L2 , Han and Sawyer 
in [8], first, (considerin g a countable family {Dd kEZ satisfying the same 
features), and, next , Deng and Han in [3] pro ved reproduction formulae 
which allowed them to define Besov and Triebel-L izorkin spaces on spaces 
of homogeneous typc , to dcvelop Littlewood- Pale y characterizations and to 
obtain atomic decompositions of them, 

In the context of IRn the fractional int egral opera tor of ord er a, O < a < n 
is defined by 

1 J(y) 
l,, J(x ) = I I _ dy, 

Rn x~yn a 

It is very useful to know the action of la on spaces of smooth functions when 
studying regularit y of classical solutions of differentia l equations uniforml y 
elliptical , as is the case of the Lapla ce equation , Th e classica l result on th e 
behavior of th e operator on Lipschitz spaces of funct ions is that it irnproves 
srnoothne ss, mapping ÁíJ on A f3+a/n, if /3 + a/ n < L 

Nicely, a similar beha vior of the fractional integ ra l operator is noticed 
when studying its action in a more general context , th at is, on the farnily of 
Besov and Triebel-Lizorkin spaces on R", lvforeover, la is an isomorphism 
between .áf,q and .á; +f3,q and between ffq and t;+/3 ,q and its inverse is 

th e fractional derivat ive operator D,,, (see [5]), The Fourier transform is the 
to o! used to prove thes e result s, An importan t app licat ion of th e previous 
facts is th e identificat ion , that we mentioned before, between L~(Rn) and 
P;,2 (Rn), a > O, 1 < p < 00. 

In the context of spaces of homogen eous spaces Gatto, Segovia and Vági 
in [6] extended the result on Lipschitz spaces by defining appropriate quasi
metrics, o,,, in terms of an approximation to the identit y. 

Lizorkin spaces of dis t ribu tions , on spaces of homogeneo us type. For thi s ~ 

class , defined in [9], loca l regularity is determin ed by more general 'moduli 

We are interested in considering a larger class of Besov and Triebel- 1 
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of continuity' th an th e potenti als t". Th ose are growth functions w(t) as, 
for instanc e, t·8 log(l + t) or max(t"', t f3). In the range of t hese spaces can be 
characterized, for example , t he Lipschitz space A >/J of ali complex funct ions 
such that there exists a constant C satisfying 

1/(x) - /(y)I S C¡/J(o(x,y)), 

where 1/¡ belongs to a class (defined later in this work) of non-n egativ e and 
qu asi-increasing function such that limt-o + 7/J(t) = O and limt- oo ·1/¡(t ) = oc. 

In order to find the 'natural' isomorphi sms map ping one space of local 
regularity 1/J1, onto another of regularity 1/i2 the aut hor and B. Viviani de
fincd, in [10], thc Integral and Derivative operators of 'func tion al arder ' d.>, 
I <i> and D<i>. This definition s are similar in spirit to th ose of fractional integral 
and dcrivative operators given in [6]. 

The purpose of this work is to make a survcy of the definitions and 
results obtained by the author and B. Vivi ani in study ing th e action of 
Integral and Derivative op erat ors of funct ional ordcr q; on A ,p, B;,q and 

F;"q. We avoid showing those pro ofs whose tech nica l difficulties make them 
too long to includ e here, referring th e reader to t he correspond ing papers 
for them. 

2 Previous definitions and known results 

2.1 Growth functions 

Let first define t he class of functions , 'moduli of cont inuity ', measur ing 
local regular ity of th e distribution spac es and also the ord er of our operato rs. 
(For more details on these class see, [16], [171). In th is section by q;(t ) we 
mean a non-negative real function defined on t > O. 

We say that q;(t) is quasi-increasing (or quasi-d ecreasing) if there is a 
positive constant C such th at if t 1 < t 2 th en t/>(11) S Cq;(t2 ) (or q;(t2 ) S 
Cq;(t1)). 

Th e function q; is of lower typc {1 E R if therc is a const ant C > O such 
that 

q,(uv) S Cu8 q,(v) for u < l and ali v > O. (4) 

Analogously, <P(t) is of upper type a E R if there is a constant C > O such 
that 

q,(uv) S Cu"'<t>(v) for u 2'. 1 and ali v > O. (5) 

Clear ly, th e pot enti al t"' is of lower and upp er typ e a. The functions 
max(tº. t3 ) and rnin(tº , t8 ), with u< {1, are both of lower typ e a and upp er 
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typ e /3. Also, t8 (1 + lag+ t), with /3 ;:, O, is of lower type /3 and of upper 
type /3 + E, for every E> O. Notíce that (4) is cquivalent to 

1 /3 </J(uv) 2' C u </J(v), for u;:, 1 and ali v > O. 

and (5) is equívalent to 

1 
<f>(uv) 2' c u"<f>(v), for u < 1,v > o. 

If </l(t) is of lower type /3 and of uppcr ty pe a t hen (3 $ a. Noti ce th at if 
</J is of upper typ e a and -y > a then </J also is of upper type -y, thu s, th ere 
is a right half line of uppe r types. Analogousl y if </J is of lower type /3 and 
-y < /3 then it also is of lower-type -y. 

Two functíons ,p(t ) and q,(t) are equivalent , and we denote it ,j., '.e: q,, if 
thcrc are positive constan ts C1 and C2 such that C1 ::; qi/,j., ::; C2 . Lower 
and upp er typ es are invaria nt by equivalence of funct ions. Th at is, if ef, is of 
lower (upper) type J and ,f., '.e: q, then ,j., is of lower (up per) type J. 

If q,(t) is of lower type /3 > O th en q:,(t)/ t1 is quasi-incr easing for each 

-y $ /3. Nevertheless, ~..,(t) = t1 sup 89 ~ is a function equivalent to ef, such 
that ~-,(t)/11 is increasing . But, if q:, also is of upp er typ e a and -y< /3 thcn 
there exists a function ef,--, equivalent to ef, which is differentiable and such 
that ef,..,(t)/1' is increasin g. l:VIore prccisely , the functi on 

is such a functíon. 

ef,,(t) = e ¡t </>(~~ du 
Jo ui 

Analogously, if ef, is of upper type n and J 2' a the n 

e /j </J( S) 
<Pó(t) = t sup -· -0 

s?.t s 

(6) 

(7) 

is a funct ion equivalent to ef, such that 1>ó(t) / tó is decrea sin g. If, in addition , 

ef, is of lower typ e ,6 and J > n th en , Jli(t) = t8 Ji"'" !#+ds is a d ifferenti able 

functi on, equivalent to 1> such th at Jli(t)/ t8 is decreas ing. 
Let denote C the class of ali non-n egat ive funct ions ef, of pos itiv e lower 

type and upper type lower than l. Notice that t he existence of positive 
lower type implies the inte grability in the origin of ef,(t)/ t and, on the other 
hancl, upper type lower than 1 implies that q,(t)/t is decreasing. Let also 
denot e A th e class of functio ns ef,(t) defined on t > O such that 

q,(t) = ef,(l )efi' ~ds (8) 
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where r¡(t) is a measurable function defined on t > O and /3 ::C:: r¡(t) ::C:: a for 
sorne O < f3 ::,; a < 1 

The following lemma, proved in [4], shows that th ere is an identification 
between the classes A and C 

Lemma l. The class A is included in the class C and fa r every function in 
C there is an equivalent function in A. 

f t ry( , )d 

Moreover, ifrj;(t) = ,t,(l) e 1 ---¡- 8 , Sq, = supt>or¡(t) andi</> = inf t>OT/(t) , then 
far s < 1 

,t,(t)s5 • ::,; <ti(st) ::C:: ,t,(t)s' ", (9) 

and, far s > 1, 
<t,(t)s'• :e; <t,(st) :e; rj;(t)s5 " . (10) 

Notice that then ,t, is of lower-type i1; > O and upper -type s1; < l. 

2.2 Spaces of homogeneous type and approximations to the 

identity 

Given a set X a real valued function ó(x , y) defincd on X x X is a 
quasi-distance on X if the re exists a positivc constant A such that for ali 
x , y , z E X it verifies : 

ó(x, y) 2 O and ó(x, y)= O if and only if x = y 

ó(x, y)= ó(y, x) 

ó(x, y)::,; A[ó(x, z) + ó(z, y)). 

In a set X endowed with a quasi-distanc e ó(x, y), th e balls Bs( x , r) = {y : 
ó(x, y) < r} forma basis of neighborhoods of x for the topology induccd by 
the uniform structure on X. 
Let µ be a positive measure on a e,- algebra of subse ts of X which contain s 
the open set and the balls Bs(x,r). The triple X:= (X,ó ,µ) is a space aj 
homogeneous type if there exists a finite constant A' > O such that 

µ(B s(x,2r)) ::C:: A'µ(Bs(x, r )) 

for ali x E X and r > O. Macías and Segovia in [18), showed that it is always 
possible to find a quasi-dis ta ncc d(x, y) equivalent to ó(x, y) and O<(} :e; 1, 

such that 
ld(x , y ) - d(x', y)I ::C:: Cr 1- 8d(x, x ')8 (ll) 

holds whenever d(x , y) < r and d(x',y) < r. If ó satisfies (11) then we 
say that X is aj arder e. Furth ermor e, X is a normal space if A1r ::,; 
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µ( Bó(x , r)) ::; A2r for every x E X and r > O and sorne positiv e consta nts 
A¡ and A2. 

In this work X := (X, ó, µ) means a norm al space of homogeneous type 
of arder e and A denote s the constant of the triang ular inequality associated 
toó. 

Let now define an app roximation to th e ident ity as given in [2], [3](where 
it is given for non-compact supports) and [61): 
A family { St}t >O of operator s is an approximation to the identity if th ere 
cxist E::; e and C,C1 and C2 < oc such th at for ali t > O and ali x, x',y and 
y' E X, the kernel s1(x, y) of S1, are functions from X x X into lR satisf ying: 

C1 
s1(x, y) = O far ó(x, y) > b¡t and is1(x, y) I :S t' (12) 

C2 . T < s1(x, y) 1f ó(x, y) < b2t, (13) 

ls1(x, y) - s1(x', y)I + lst(Y, x) - s1(y,x' )I ::; c6(:;:7, (14) 

1( ( ) , ') ( , '))I 6(x , x')'o(y , y')' ( 
St x,y - S¡ ( X , y)) - (si(x,y - St X ,y ::; C tl+2< , 15) 

J s1(x,y)dµ (y) = J s1(x,y)dµ(x) = 1, and (16) 

1(:s, y) is continuousl y differentiable in t. (17) 

Inequ ality (15) is not needed to our purpos es but it follows from the con
struct ion made in [2] and, also, that th e kernels may be chosen to be positive 
and symmetri c, that is, for ali t > O, x and y E X 

s1(x,y) ;,-O; 

s1(x, y) = St(Y , x) . 

(18) 

(19) 

The family { S1 h >o satisfie s the cond ition lim1-o St = I and limt-oc S1 = O 
in th e stron g operator topo logy on L 2 . 

In view of (12) to (19), the functions qi(x, y)= - t-fts 1(x, y) are symmet
ric and also sat isfy (12), (14), (15) and 

j q1(x, y)dµ (y) = J q1(y, x)dµ(y) = O far all x E X and t > 0~20) 

Let 

(21) 1 
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be th e operato r defined by Qtf(x) = f x Q1(x, y) f( y)dµ(y ) , for f E Lloc and 

t > O. Th e family { Qdt >O satisfies th e conditi on .{000 Q1 'f' = I in thc st rong 
operator topology on L2 in the sense that 

lim IIJR Qtf<!!:_ - fll = O. 
1;;-0,R-00 t: t 2 

The following Calderón type reproduction formula on spaces of homogen eous 
type plays a cruci al roll in obta inin g Littlewood-Pa ley chara cterizations of 
Besov and Triebel-Lizorkin spaces and prov ing contin uity of th e operato rs 
on them . A discrete version of it was prove<l in [8], and a contin uous one, 
associated to a para-accreti ve function, in [3]. 

Theorem 2. Suppo se tha t {St}t>O is an appro ximatio n to the ident ity and 

{Qt}t>O are as in (21) . Then there exists a fa mily of operators {Qt}t>O (or 
{ Qdt >O) such that far ali f E M(/3,,) with O< /3, 1 < e, 

r- & ( 00 • & 
f = lo QiQd-¡ or f = lo QiQd-¡ , (22) 

where the integral converges in th e norm of V' , 1 < p < oo, and M <-8 ' ,'l'') , 

with /31 < /3 and 1 1 < 1 . Moreover , Q 1(x, y) , the kernel of Q 1 satisfies the 
following estimates: fa r e', O < e' < e, there exists a const ant C such tha t 

- t'' 
IQ1(x, y)I::: e (t + c5(x, y)Jl+,' 

IQ- ( ) Q-( 1 )1 e ( c5(x, x') ) '' t•' 
tX , y - t X , Y :e; t +o(x,y) (t+o (x, y) ) l+<' 

far o(x,x ') ::;2~0(x,y) (23) 

J Q1(x , y)dµ(y ) = J Q¡(x , y)d¡ 1(x) = O fa r ali t > O, 

and (!t(x, y), the kernel of Q 1 satisfies th e above con ditions except inter 
changing x and y in (23) . 

By an argument of duality it is obtained a Cald erón- type reprodu cing 
formula on (M(P,'l'l)': 

Theorem 3. Suppose tha t { Qt}t>O is a family of operator s as in Theorem 

nels satisfy the same properties as in Theorem 2 such that (22} holds in •. 
(M(B'd))' with (3' > (3 and , ' > ,. 

2. Then there exists a fa mily of operators { Qdt >O {or { c.?th>o) whose ke r - i 
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2.3 Lipschitz functions, molecul es, Besov and Triebel-Lizorkin 
spaces 

Let now consider a positive and quasi-increasin g function r¡(t) defined 
on t > O such that limt-o 1)(t ) = O. The Lipschitz space A11 is the class of 
ali functions 1 : X --> IC such that 

11(xl - 1(Yll 
11111 = SUp (,5( . )) < X . 

x ;éy T/ X, Y 

The qu antity 11111 defines a semi-n orm on A 11, since 11111 = O for ali constants 
functions f. Given a ball B in X, A 11(B) denot es the set of fun ctions 1 E A11 
with support in B. Since a function belonging to thi s space is bounded, the 
number 

1111111 = 11111x + lfl11, 
defines a norm that gives a Banach structure to A11(B) . We say that a func
tion 1 belongs to A3 iff 1 E A 11 ( B) for sorne ball B. T he space A3 is the 
inductiv e limit of the Banac h spaces A11(B). Fin ally, (A3)' will stand for t he 
dual space of A3. 

Another suitable class of test functions of mean value O was defined in 
[8]. 

Let O < (3 :S 1, 'Y > O and xo E X be fix. A fun ction 1 is a smooth 
molecule o1 type ((3, 'Y) o1 width d centered in xo, if t here exists a constant 
e > o such that 

d'I 
lf(x)I:::; e (d + o(x,xo)) I+, (24) 

'< .'i3 [ d'Y d'Y ] 
11(x) - 1(x )I _ Ccí(x,x) (d + o(x,xo))l+ -, + (d + c5(x',xo))l+--, (25) 

J 1(x)dµ(x) = O (26 ) 

hold for evcry x E X. 
If th e norm 11111(!3,-,) is defined by th e lowest of t he constants appearing 

in (24) and (25), the set M( i3,-,,xo ,d) of ali smooth molecules of type ((3, 'Y) of 
width d centered in x 0 is a Banach spac e. By fixing x 0 E X and d = 1, that 
space will be named M UJ,, ), and its dual space, (M (/3,"tl)'. Along this work 
< h, 1 > denotes th e natnral application of h E (M(/3,"t))' to 1 E M( i3,,)_ 

is associated to a function '!f; having a repr ese nt ation as a quotient of quasi- ~ 

increasin g functions. More precisely, in the seque!, we consider ,p = ,p¡ /,P2, 

Local regularity of Besov and Triebel-Lizzorkin spaces we consider here 1 
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where 1j,1 (t) and 1P2(t) are quasi-increasing function s of uppe r typ es s ¡ 

and s2 < E, respectively. 
For f E (M(B, ,)) ' , with O< /3,"/ < E, we define 

< E 

(27) 

with the obvious change for the case q = oo. By intercha nging the order of 
the norms in LP and lq it is also defined the norm 

llfllt,:• = 11 (fo"" (Vl~t) IQtfl)q~) ~ t' if 1 < P, q < OO. (28) 

Notice that in any case, llf ll = O if, and only if, Qtf is thc zero function for 
ali t > O. But this is equivalent to having Stf constant. Finally this mean s 
that the distribution f is a constant. Thus we work with modulo constants 
when considering (27) and 28; that is, f E (MW, l)' / C in those equalities. 

The Besov space of order ¡/.J, Bt,q, for 1 :e; p, q :5 oo, is the set of ali 

f E (M(B,,l)', with f3 > s 1 and 'Y> s2, such that 

llf llst-• < oo and l(f,h)I :5 Cll!ll8t-•llhll(B,,), 
for ali h E M(B.,l. 

Analogously, the Triebel-Lizorkin space of order VI, P;f"q, with 1 < p, q < oc, 

is the set of ali f E (MCB,,)) ', with /3 > s 1 and 'Y> s2, such that 

llfl lt:,• < oo, and l(f, h)I :5 llflltt·•llhll(B,,), 
for ali h E M( /3,,). 

When ¡/.J(t) = t ª we recover the spaces s;,q and t; ,q wit h -E < o: < E, as 
defined in [3]. 
Applying Theorem 3 it follows that replacing the famil y { Qdt>O by a family 
{Qt}t>O satisfying (12) , (14) and (20), the resultin g norms are equivalent to 
those defined in (27) and (28). Moreover, these norms are equival ent to tho se 
given in [10] or [11 J in terms of the differences of a discrete approximation 
to the identit y {SkhEZ· 

By using the propertie s of the function VI, and in t he way it is proved 
in [8], follows that the classes Bt,q, l :5 p, q < oo and P;f"q, l < p, q < oo 

· 1¡ · ' ·1¡,¡,' are Banach spaces and their dual spaces are BP, ,;,,q and FP, ,q respectively, 
with 1/p + 1/p' = 1 and 1/ q + 1/q' = l. 

S¡ < /3 and S2 < "( and M(< ',, ') is dense in st,Q and Pt'ª for ali l, such that ~ 

Moreover, the molecular space M(B,,) is embedded in Bt,q and P;f"q when 1 
max(s1,s2) < E1 < E. 
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2.4 Singular integral operators and Tl-theorem 

A compl ex-valued funct ion K( x ,y) defined on 
n = {(x,y) E X x X : x # y} is called a standard kern el if ther e exist 
O < E<:'. 6, and C < oo such t hat for all x, y E X with x # y , 

IK (x, y)I <:'. Có(x, y)- 1, for every x # y: (29) 

and 

IK( x ,y ) - K(x ' ,y )I + IK(y,x) - K(y,x' )I <::: Có(x,x ')'/ ó(x , y)1+', (30) 

for ó(x,y) > 2Aó(x ,x') . 
A continuous linear operator T: Ag ----+ (Ag)' is a singular integral oper

ator if there is a st and ard kernel K such that 

< Tf,g >= j j K (x ,y) f (y)g(x)dµ (y)dµ(x) 

for ali J,g E Ag wit h supp Jn supp g = 0. We t hen writ e TE CZK(E) . 
A singular integral op era t or T is a Cald erón-Zygmund operator if it can 

be extended to a bound ed operator on L 2 . For such operators we writ e 
TE CZO. 

3 Integral and Derivative Operators of arder </; 

To set the idea of t he definitio ns given late r in this section !et first con
sider th e kerne ls lx - y l" - " , - oo <a< n assoc iated to t he fract ional integra l 
and derivativc operators I 0 and Da in the cont ext of R n. For x # y , 

lx - y¡a- n = (n - a) ¡oc t'x- n-ldt 
lx- yl 

(n - a) fo00 t" -lt- nXB(O,t)(lx - Yl)dt 

w,,(n - a) l oe t" - 1 s1(x - y)dt, (31) 

where Wn is the meas ure of the unitary ball of R n and the famil y St = 
w;;-1t-nXB(O,t), t > O determin es an approximation to thc identity. 

in [6], defined kernels J0 (x, y)"- 1 on thi s idea, by means of an approx imatio n ~ 

to the ide nt ity as de fined in Sect ion 2.2 . 

In thc scttin g of spaces of homogen eous type, Ga t t o, Segovia and Vá gi, 1 
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If we consider a function (j)( t) inste ad of the potential tº , ( °' > O), we aim 
to define the kernel associated to the integral operator of order (j) rcsembling 
(j)(ó(x, y))/<'i(x,y), as wcll as the kernel of th e derivat ive operator should 
resemble ((j)(ó(x, y))ó(x , y))- 1. Thus, in the spirit of t he definitions given in 
[6], we defined in [10] the kernels associated to our operat ors. 

Let remark that in [10] and [11] the definition s of t he operators were 
given for (j) E C, that is a function of positiv e lower type and upper type 
less than 1, and ali the following results in fact are obtained for th at class 
without any change. We rcstrict hcrc to consider the class A, which by 
Lemma 1 is identified with C, since we are looking for th e invertibili ty of thc 
integral and derivati ve operators. 

In the seque!, we consider 1> E A as in (8). By the remark given at thc 
end of section 2.1, 1> satisfies (9) and (10) with a:= s4, < 1 as upper type 

and /3 := i1, > O as lower type, and r¡(t) = t:;g) is such that /3 s r¡ s a. 
Let also consid er a positive and symmetric approx imat ion to the identi ty 

of order Es e, {St}t >O, associated to the family of kernels s1(x, y), t > O, as 
defined in section 2.2. 

Set 
("° <t>(t)r¡(t) 

K4,(x, y) = Jo --t-s 1(x , y)dt for X e/ y. (32) 

The application K4, has the representation in term s of a quasi-metric we are 
seeking for. Indeed , since a < 1 then rj;( t) /t is contin uous, decreasing and 
invertible on R+ and, since the int egral in (32) is positive then it is possibl e 
to define a non-negative application <'i<l>(x, y) as th e uniqu e soluti on of t he 
equation 

1>(04,(x, y )) 
ó<t>(x,y) 

and ó<t>(x,y) O for x = y . 

Lemma 4. rp(ó<t,(X, y) )/ ó<t>(x , y) is equivalent to rj;(ó(x , y))/ ó(x, y) and, thus, 
ó<!>(x , y) defines a quasi-metric equivalent to the natural quasi-rnetric ó of X. 

Proof. From (12), the substit uti on t = uó(x, y) / b1 and the left inequality in 
(9) 

fo°"' <f>(t)tt) s,( x ,y )dt S C¡a ( "° 1P~) dt 
Jó(x ,y )/b 1 t 

C¡b¡O: joc 1 
S -¡--( )rj;(ó(x,y)/ b1) 2_ªdu 

u x,y 1 u 

s C1 r/>(ó(x,y)) 
ó(x,y) 

(33) 
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sincc a< 1 and <t,(s/ b1) :,; max(l, l /b?)<f,(s) for alis> O. 
On the other hand, by (13) and since th e right inequality in (9) impli es that 
ef, is increasing, 

r'º <t,(t)r¡(t) ( )dt 2 lo --t- St X, y l oe </J(t) 
c2/3 -· 2- dt 

/J(x,y)/b2 t 

c2b2/3 j"° 1 2 ,-------( ) <t,(c5(x, y)/b2) ,du 
V X,y ¡ u-

2 e <f,(ó(x,y)) 
2 c5(x,y) , 

since ef,(s/b2) 2 min (l , l / b2)<t,(s) far alis> O. 
From (34) and (33) , 

C <f,(c5(x,y)) < <t,(c5.¡,(x,y)) < C <f,(8(x,y)) 
2 c5(x,y) - ó<i>(x,y) - 1 8(x ,y) · 

(34) 

(35) 

The equivalence between c5.¡, and J now follows from the invertib ility of <t,(t)/ t 
and the types of </J. O 

Let now define the kernel associated to the derivati ve operator, (in fact, 
in this case only is required {3 2 O anda finite ): 

r" r¡(t) 
K w (x, y) = lo <f,(t)/t(x, y)dt for x =f. y. 

Reasoning as in the pre vious case, there is a quasi-distance 611</>(x, y), equiv
alent to J, defined as the unique solution of 

(<t,(c5w(x,y))J 1f<i>(x, y))- 1 = K 1f<i>(x,y ) for x =f. y and 

ól/q,(x, y) = Ü for X = y. 

Moreover , K 1f<P(x, y) is equ ivalent to (<t,(8(x, y))8(x, y)) - 1. 

Notice that the kernels Kq,(x, y) and K 1/1>(x, y) are symmetric since St(X, y) 
is. 

cond ition s of th eir kern els . Th ese prop erties, and also a cancellation one for ~ 

To define the integra l an<l derivative operat ors and study their action on 
Lipschitz, Besov and Trieb el-Lizorkin spac es, one needs to know regularit y 1 
K </>, are obtained from cond itions (12) to (14), of St, and th e types of ef>. 
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Lemma 5. Let 1> be of lower-type f3 and upper type e, . 

If e,< I then 

¡ o(x,x ')' 
IK ,¡,(x, y) - K1(x, y)I :::; C ó(x , y)l+' dl(ó(x, y) ) if o(x , y) 2': 2Aó(x, x' ), 

and, if e, < e and f3 > O then 

L[K <t,(x,y )- Kq,(x' , y)]dµ(y) = O, x and x' E X. 

If /3 2': O and e, is finit e then 

o(x x')' 1 
IKw(x, y) - K1f<P(x', y)I :::; C ó(x, ~)l+' q,(ó(x , y )) if ó(x, y) 2': 2Ao(x , x'). 

The Integral operator of functional arder 1> is defined as follows: 
For f E As n L 1, E a quasi- increasin g fun ction of up per-t ype s > O, 

l <t,J (x) = L K q,(x, y) f (y)dµ (y). (36) 

There is also an ext ension to AS: 
If e, + s < e and f E As t hen 

i <t,J( x) := l (K<t,(x,y)-K <t,(Xo,Y))f (y)dµ (y) , (37) 

for every x E X andan arbit rar y fix xo E X. 
lf f E A( n L1, th en J9¡ coincides with l <t,J as an element of Af.<b since 
i <t,J(x) = 1,t,J(x) -1 ,t,J (xo). 

The Derivative operator of functional arder 1> is defined in the following 
way : 
For f E As n L 00 , E a function of positive lower-t yp e ,\ > e, and finite 
upp er-t ype, 

D,t,J(x) = L K w(x , y)(f(y) - f (x ))dµ(y). (38) 

Its cxtension to A(, E of positive lower-type Á > a and finite upper-t ype , is 
given by 

D,t,J(x) = L (K w (x, y)(f (y) - f(x)) - K w(x o, y )(f( y) - f(xo)) )dµ(y) 11. 

(39) ~ 
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for each x E X andan arbi trary, but fix, xo E X. 
If f E A.E. n L"", then D<t>f coincides with D<t>f asan element of A.f.11>, since 
ÍJ<t>f(x) = Dq,f(x) - D<t,J(xo). 

We can now state the continuity of the integral and derivative operator 
on Li pschi tz spaces 

Theorem 6. Let ef, E A, and denote a = S4> and f3 = iq,. Let a/so t; be a 
quasi-increasing function of upper type s, a+ s < E. 

If f E A.E. n L1 then there is a constant C > O, independent of f , such 
that 

If f E A.E. there is a constant C > O, independent off , such that 

Theor em 7. Let ef, be like in the previous theorem and ( a quasi-increasing 
function of lower type ,\ > a and upper type s <E+ [3. 
lf f E Í\.f. n 1 00 then 

Since molec ules are bound ed and int egrab le Lipschitz functions , the in

tegra l and derivatives operators are well defined on them. Moreover, J., is a 
linear continuous operato r from Af(/3,,) to (J,.,f(/3',-y'))', for every ¡3, 'Y, [31 and 

"( 1 > O and < Iq,f,g >= < f, Iq¡g >. 
Analogously, if Sq¡ < f3 thc n Dct, is a linear continuou s operator from M (.B,,) 

to (M(f3'dl) 1, 'Y,'Y' and [J' > O. Moreover , ifal sos .¡, < fJ'the n < D.¡,f,g >= < 
D.¡,g,f > . 

We are th en able to app ly Th eorems 2 and 3 to obta in decomposition s 
of 1,¡, and Dq¡ on mo lecular spaces 

< Dq,f,g > 
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with Triebe l-Lizorkin norm s of Iq;f and D1,J given by 

III1>flltf"q = 11 (fo00 

( </J(t)~(t) IQ1I1,JI) q ~) 
111 

::::: ll(fº (</J(t)~(t) l" IQti q,Qs(Qsf) l~r ~r11 
ll(r JO( </J(t) ( 00 

' ds ) qdt )l /qll IID4,/llp,;m,, ::; Jo ,jJ(t) Jo IQtDq,Qs(Qsf) I-; t P 

and analogous inequ alit ies follow by interchan ging the arder of the norms p 

and q far thc Besov norm s of Iq, and Dq, . 

In this direction it was proved in ([10]) t hat 

Theorem 8. Let </J E A and denote (3 := i,¡, > O and a := s,¡, < L 

Jf s 1 + n < E and s2 + n - /3 < E, then there is a const ant C > O such that 

1114>111w., ::::: CIIJllp:,, , 

and III<1>fll8t"·' '.Ó Cllfllil;"' · 

Jf s¡ < E and s2 + a < E then there is a constant C > O such that 

IID1>fllp:N, ::; Cll/ llp:,, , 

and IID"'Jll8tN' ::; Cll/11.éV 

(40) 

(41) 

(42) 

(43) 

where the range 1 < p, q < oo is considered f or the scale of F - spaces and 
1 ::; p, q < oo for the B-sp aces and ,jJ = ,jJ¡/'if;2, 7Pi of upper-type s;, i = 1, 2 . 

The key too ls in t he pro of of the above inequalities are t he following esti 
ma t es on th e family of op erators Q1Iq,Qs and QtDq,Qs, which are continu ous 
versions of those obta ined in [10]. 

IQtl q,Qsh (x) I 

IQtD,¡,Q.h(x )I 

::; C</)(t i\ s)(! i\ ~)(<-s,;)Mlhl(x), 
s t 

::; C -.(- 1- )(! i\ ~)' M lh l(x ), 
(/) t ¡\ s s t 

(44) 

(45) 
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where M denotes th e Hard y-Littlewood maximal operat or and 

IIQtl,¡,Q,hllp 

IIQtD(/>Qshllp 

for 1 :S p < OO. 

:S C,p(t i\ s)(! J\ ~)(,-s,,)llhllp, 
s t 

:S e ,t,(t ~ s) (~ J\ f l'llhllp, 

(46) 

(47) 

Let provc (40) and (41), t he other two inequa liti es following with similar 
argum ent s. 

By dens ity arguments it is enough to prove thos e inequaliti es for f E 
A,f(, ,,), where max (s 1, s2) < E. 

We will also use the following inequalities. Since ,j;2 is quasi-increasin g 
and ,j;1 is of upper-t ype s 1 th en, for v ::> 1 

_1_ = 1/J2(u) < cvs¡ 1P2(uv) = e~. 
,t•(u) it,1(u) - ¡/:1(uv) ,p(uv) 

(48) 

and , since w1 is quasi -incr easing and 1/J2 is of uppcr -type s2 t hen , for v < 1 

1 v-s2 
--<C--, 
,jJ(u) - 1/:(uv)· 

Then, by the substitution t = u and s = uv, 

(49) 

III,¡,Jllp:•Q :e; 11 (l,c ( ,p(u)l,jJ(u) [ º IQ,J ,¡,Q,,,,(Ouvf)ld: r ~ y/q 
+ ([ º ( ,p(u)~(u) [ IQul<bQuv(O,wf) I dvv) q duu) 1/q JIP 

JI S1 + S2 llp· 

Applying (44) and (48) we get 

( 
oo ( oo - (, - s, - s 1) d ) q d ) I / q 

S1(x) :S e 1 ¡ V 1/:(uv) M IQuv! l(x): uu 

On the other hand , by (44), (49) and the right side of (9) 

( oo( lv( , - s• +•, - sz) - dv)qd u )l /q 
S2(x) :S C 1 1 ,f;(uv) MIQ uvf l(x) -¡;- -;; 
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By Minkowski 's inequa lity and hyp oth csis S,p + s 1 < E and S,p - i,p + s2 < E, 

81(x) + 82(x) ::; C r ' MIQ ,,J l(x ) du ( ( 
• ) q ) 1/q 

Jo ,J,(u) u 

for every x E X. Since 1 < p, q < oo, we are able to apply the Feffcrm an
Ste in vector value<l max imal inequality to get t hat 

( 
{

00 (IQ f l) q d ) 11q 
1181 + 82 IIP S CII lo ¡/!~ ) : IIP S Cllf llt;'°'' 

since the family of operat ors { Qt}t>O determin es equi valent norms on Besov 
and T'riebel-Lizorkin spaces. 

On the other hand , 

III,pfll Bt' "' '.5 (fo'"' ( q,(u)~ (u) ['º IIQul ,pQuv(Q,,vf) IIP dvv) q d: ) l / q 

+ (fo00 
( rj,(u)~(u) [ 11Qul ,pQuv(Quvf) IIP d:) q ~) l / q 

81 +82 . 

By (46) an<l (48) , 

81 :::: e {""' { 00 v - (,- s.- s,) ll(Quvf) IIP dv du ( ( . )q )~q 
lo 11 ¡/J(uv) v u 

By (46), (49) an<l the right side of (9), 

82 ::; C { { v(, - ,,,,+i,,- , , l ll(Quvf ) llp dv du 
( 

oc ( 1 • ) q ) 1/q 

lo lo ¡/J(uv) v u 

From Minkowski 's inequality and t he hypot hesis on s1 and s2, 

As we mentioned at the beginning of thi s work, in the context of R n 

on Besov and Tr iebel-Lizorkin spaces. Eve n though t his is not t rue in the •. 
context of spaces of homogeneous type, Gatto , Segovia and Vgi showed in 

th e int egral and derivat ive operators l a and D a are inverse one of th e oth er 1 
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[6] that T0 = Da o J0 is a Calderón-Zygmund operator and also that it is 
invertible in L2 -and the same result also applies to F(;'q and Brq- for sma U 
values of a. 

Focusing on the compos ition operator T<P = D</> o { ¡,, it was proved in 
(11]: 

Theorem 9. If max (s 1 , s2 ) + Sq, < E then T<I> = D</> o Iq, is a Calderón
Zygmund operator bounded on t;,q and Bt,q, whose associated kernel is 

K(x ,y ) = j K 1f<P(x, z)( K 4,(z,y ) - Kq,(x , y) )dµ(z) . 

Since Iq, and D1 are self-adjoint then the adjoint opera tor T¡ coincides 
with Sq, = Iq, o Dq,. In thi s way and from the above theo rem follows that S4, 
also is a CZO whose kerne l is K(x,y) = K (y,x) . 

In a work to appear soon it is proved that for sma ll values of s,;, the 
operators T4> and S4> are invertibl e on Besov and Tri ebel-Lizorkin spaces, 
providing the key for the invertibility of J <P between spaces of loca l regularity 
,j; and those of the same scale and local regularity ,J;<j, and, reciproc ally, the 
invcrtibility of D 1 bctwccn spaces of regularit y ,j; and those of regularit y 
,j; / <j,, provided that S4, is sma ll cnough. We use these facts to obtain an 
identification between the spa ce I,P,</> = {! E V : D 1,J E V} and t he 

inhomogeneous Tri ebe l-Lizorkin space Fjf·2 , with 1 < p < oo and s,;, small. 
Moreove r, for the values of S4> such that T</> is invertib le, we also prov e that 
its inverse T;¡;1 is a Ca lderón Zygm und opcrator. T he proof is the sam e 
for S6 . It can th erefore be said t hat T,¡, and S4> 'almost are' th e identi ty 
operator. 
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U niversality in Orlicz spaces 

Francis co L. Hernández 

A bst r act 

\Ve desc rib e sorne pro perti es conce rnin g th e syrnmet ric and lat ti cc 
struc ture of th e Orli cz function spaces and it s arrangeme nt invariant 
subspaces over proba bilistic spaccs. We compar e with t he behavior for 
Orlicz sequence space s an<l Orlicz func t ion spaces over JR+. \Ve also 
study the exist cncc of un iversal Orlicz fun cion spaces with previou sly 
fixed Boy<l indi ces . 

1 Introdu ction 

The aim of these note s is t o survcy sever a] universa l and stru ct ure pro p
ert ies of Orlicz spaces and rearrangement invariant (r.i .) Banach spaces. 
Our goal is to stud y isomorp hic ernbeddin gs of LP-spaces (l < p < oo) into 
separabl e Orlicz function spa ces and r.i. funct ion spaces . 

Th e st udy of th e isomorph ic st ru cture of sepa rable rcarra ngement invari
ant funct ion spaccs has bccn dcveloped in t hc Mcmoirs of J ohnson, Ma urey, 
Schechtman an<l T zafr iri [13] and Kalton [15] (sec also Lindcnstrauss and 
Tza friri [201). It is well-known th at isomorp hic emb eddings of LP-spaces into 
separable r.i. functi on spaces on [O, 1] are abund an t in t he case 1 s; p < 2 
(by using probabili stic techniques). On the other side, in the opposit e case 
p > 2 there is a stron g shor ta ge of separabl e r .i. funct ion spaces on [O, l ] 
containing isomorphic copies of LP-spaces. Thus it holds that the exist.cnce 
of an isomorphic cmbed<ling of LP (for p > 2) into a sepa ra ble r .i. function 
space E [ü, 1] impli es in fact th e exist ence of a sublattice of th e r.i. function 
space E [ü, l] which is latti ce-isomorphic to LP (see [7]). 

The existence ( or non-existence ) of universal and cornplernent ably uni 
versal spaces insi<le pr e<letermined classes of Banach spa ces has been stud
ied intensely in man y cont exts . It is well-know the universalit y of th e space 
C [O, l] for the class of ali separable Banach spaces (i.e. every sepa rabl e 
Ban ach spa ce is isomorph ic to a subspa ce of C [O, 11), but it is not comple
ment ably universal. Let us recall also th at th ere is no a reflexive Banach 

2000 M athemati cs Subject Clas.sifi catwn . 46E30 
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space universal for the class of al! separabl e reflexive Banac h spaces and th at 
th erc docs not exist a separab le sup er-r eflexive Ban ach space universal for 
the class of al! fP-spaces for 1 < p < oo (see [l ], [24]). 

In the setting of Orlic z spaces, the existence of universal sequence spaces 
with prefixed estimates was proved by Lindenstrau ss and Tzafriri in [L-Tl ] 
finding Orlicz sequence sp aces gFo,&, with arbitrary pre fixed indices 1 <::; 
a < (3 < oo, in which every Orlicz sequence space eª with indices between 
a and (3 is isomorphi c to a ( compl ement ed) subspace of the space ¿Fa.~. 
Universal Orlicz funct ion spaces on th e un bounded inter val (O, oo) were 
st udicd by C. Ruiz and the au thor in [11] showing that t he spaces Lª + Lf3 
are latticc-univ ersal for the class of al! Orlicz function spac es Lª (O, oo) with 
Boyd indices strictly between a and /3, i.e. every space Lª(O, oo) is lattic e
isomorphic to a sublattice of the space U' + L f3. 

Recently the existen ce of universal Orlic z funct ion spaces LF [o, I] on 
the [O, l]-int erval has been proved in [10], jointl y with B. Rodrígue z-Salinas . 
Th e construction requir es sorne combinatoria! fact s as well as to consider 
th c uncount able discrete case . We describe here the sc resu lts explaining the 
connection of this topic with t he stu dy of discrete Orlicz spaces fF(I) with 
uncountable symmetric basis, more precisely with isomorphic embeddings 
of fP(f)-spaces into Orlic z spaces J!F (1) for uncountab le sets r e J and 
1 < p < OO. 

2 Orlicz function spaces on [0,1] 

The notation and t erm inology follow the classical monographs [L-T 77, 
79]. Lct us bcgin recalling that an Orlicz space LF[O, l] genera ted by a 
Young function F is the space of ali measurabl e functi ons 011 [O, l] such tha t 

IF (sf) = l F(s lf l) d>.. < oo 

for sorne s > O, endowed with the Luxembur g norm 11!11 = inf{ s > O 
]p(f /s) <:; l }. Th e space LF[o, l] is separab le if and only if thc function F 

sat isfies t he growth Ci.2-condition at oo (i .e. lim SUPx - = F(2 x)/ F(x) < oc). 
Th e stud y of the structure of separab le Orlicz function spaces LF[o, l ] 

on the [O, l]-interval wa;; initiated by Lindestraus s and T zafriri in [18] intro
<lucing the useful E'?_ 1 , C'?, 1 sets and using the Kadec-Pelczynski disjoin
t ification mcthod. Let ns recall that 

E,' , - { ;; ~) t > 1} 1 
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and C'f'1 = conv (E'f' 1), which are compact sets in C [O, l]. The characteri 
zation ~f €P-subspace~ inside an space L F[o, l] is the following: 

where °'F ancl (J'¡? denote t he lower and upper Matusz ewska-Orlicz indices 
of the function F at oo which estimate thc grad e of p - conv exity and 
q - concavity. In thi s result t he case p = 2 is clear, by using th e Rademacher 
functions and Khintchine inequa lity. And the case of p belonging to the 
inte rval ((Jy, 2) is obta ined via p - stable random variab les. 

The behavior of comp lem entcd eP-subspac es in Orlicz functi on spaces is 
more involved. Let us deno te by PLF the set of p's such that LF[o , l] has 
a complemented í'P-subspace. The geometr y of the sets PLF can be varied . 
Thus the set PLF can be reduced to be just the singleton {2} ar more general , 
it can be any closed subset of an interval [a,,3] union {2} . It remain open 
to know whether the set P LF is always a closed set . 

We pass to discuss isomorph ic embeddings of the function spaces U' [O, l j 
into separabl e Orlicz function spac es LF [o, l] and sepa rable r.i. function 
spaces E[O, l] i.e. when LF[o, l] ? LP . There is no ambiguity in this 

notation since U'-spa ces on [O, 1 J and on [O, oo) are lat t ice-isomorphic. Th e 
stru cture of r.i. function space s on [O, l] is qui te more rigid than those in 
th e sequen ce case. 

Theorem l. ((13}) Let E[O, lj be an r .i. func tion space which does not 
contain isomorphi c copie s of í';;' uniformly and F[O, l ] be a separable r .i. 
function space (/e L2) with non trivial indices. If E [O, l] ~ F [O, l j then 

either E[O, l] :::, F[O, l] or the Haa r basis of F[O, l] is equivalent to a disjo in t 
sequen ce in E[O, l]. 

In particular far Orlicz spaces LF[o, l], due to thc impossibility of em
bedding isomorp hically Or licz function spaces into sequen ce spaces, we have 
that LF[O, l] ? Lª [O, l ](# L2) = LF[O, l] :::, Lª[O, l] It follows 

that reflexive Orlicz function spaces on [O, 1 J have a uni que representation 
as Orlicz function spaces: LF[o, l] ""Lª [o, l ] = L F [o, l] = Lª [O, l]. On 
the other hand, an Orlicz function space LF[O, l] can not contain comple
mented copies of other Orlicz function spaces: if LF [o, l ] :::, Lª[O, l ](# L2) 

A general result by Kalton (obtained also in [14] and [13] under strong er ~ 

then LF[O, l] = Lª [O, l]. -e i 
cond itions) claims the following: 
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Th eorem 2 . ((15/) A separable r.i. f un ction space E [O, l] conta ins an 
isomorp hic copy of L 1 if and only if E[O, l] = L1[0, l ], up toan equivalen/ 
ren ormi ng. 

This is obtained in two steps: first, a separabl e r .i. function spac e E[O, l] 
containing an isomorphi c copy of L 1 must also conta in a lattice-isomorp hic 
copy of L1 ; from this it is deduced next t ha t E [O, l ] = L1 [0, l] up toan 
equivalcnt renormin g, i.e. 

E [O, l ] :::i L1 = E [O, l] :::i L1 = E [O, l ] = L1[0, l] 
- - e 

A useful cri teria for th e lattic e-cmbedding of funct ion spaces into r.i . 
function spaces E(I ) over an interval J was given in [13]. Let us denote by 
¿ ~'¡ the set of Orlicz functions G of the form 

~ ( 00 F (sx) 
G(x) = lo F( s) dµ (s) 

for x > 1, where µ is a probability measure on (O, oo) such that 

{"° 1 
lo F(s )dµ( s) ~ l. 

Theorem 3. {(13/) Given a separable Orlicz f unc tion space LF[o , l], ifG E 
¿ ~'¡ then LF[ü, l ] :::i Lª [O, l]. Furth ermore , if LF [ü,1] is p- convex 

. -e 
f or sorne p > 2 and E [O, 1](,f L2 ) is an r .i. f unct ion space which embeds 
isomo rphically in to L F [O, 1], then E[O, l ] = L ª [O, 11, up to an equivalent 
renorming , for som e Orlicz f unction G E ¿~1. 

3 Universal Orlicz function space s on the [O, oo)
interval 

T hc structur e of separab le Orlicz funct ion spaces LF [O, oc) on th e inter
val [O, oo) has severa ! peculiar and interest ing properti es which havc been 
stu died in [21] and in [8). For exam ple, t he chara ctcrizatio n of fl'-subspa ces 
in term s of the Mat uszewska-Orlicz indices of t he funct ion F at O and at oo 
is now: 

given in [11] showing tha t t he classical spa ces L"' + L/3, regarded as t he •. 
Orlici funct ion spaces L xºA x~ [O, oo ), are univ ersal in t he following sense: 

Universal Orlicz funct ion spaces LF[o, oo) with prefixed indices were 1 
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Theorem 4. Given 1 <:'. a < f3 < oo, the space U:'+ L8 is lattice univ ersal 
for the class of ali Orlicz fu nction spaces Lª [o, oo) with indices strictly 
between a and f3, i. e. 

Lª + L8 =, Lª[o , oo) 
-t 

In particular Lª + D1 contain an isomorphic copy of V' for every a < p < 
/3. Th e proof uses sorne " interpolation" arguments connecting the behavior 
of a functio n near O and near oo in order to represent every Orlicz function G 
in an integral form with respect to th e function x"' /\ x8 (hence this method 
<loes not work in th e [O, 1 ]-case) 

The embedding behav ior into Lº + LP is varied in the extreme cases 
of Orlicz spaces Lº[o , oc) with one of their indices cqual to n or {3. For 
example if n < 2 < /3 or if 2 < n < /3, the space Lf3 is not isomorphic to any 
subspace of U'+ Lf3([6], (71) 

Let us recall also herc the first result of t his nature: th e exist ence of 
universal Orlicz sequcnce spaccs eF with prcfixcd ind ices, proved by Lin
denstrauss and Tzafriri. 

Theorem 5. (/17/) Th ere exist Orlicz sequence spaces eF with prefixed 
indices 1 <:'. n < /3 < oc , such that every Orlicz sequence space ec with 
indi ces between a and f3 is isom orphic to a compleme nt ed subspace of the 
space fF 

There is uniqueness of these universal Orlic z sequence spaces eF with 
prefixed indices. Th is follows from the comp lementa t ion fact by using the 
Pelczynski decompos it ion met hod. T hese unive rsal spaces eF provide exam 
ples of Banac h spaces with a symmetric bas is which are isomorp hic to t heir 
dual spaces ( different from e2 ). 

4 Universal Orlicz function spaces LF[o, 1] 

Th e stu dy of isomorp hic embedd ings of LP-spaces into sepa rable r.i. 
function spac es on [O, 1 J leads to distinguish essentiall y two different cases: 
t he 2-concave case and the opposi te. 

In the 2-concave case ther e is a big amount of separable r.i.function 
spa ces containing isomorphically scales of V'-sp aces for p <:'. 2. This is a 
well-known fact and requir es sorne probabilistic tools (Po isson process, or 
p-stable variables and ultrapow ers). Thus ([13] Sect ion 8, [20] p.212): 1 

Let E [O, 1] be an r. i.func tion space. If the funct ion x -l /p E E[O, 1] for •. 
some 1 < p < 2, then E [O, 1] ~ LP (isometrically) 
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In parti cular for 1 :s; q s; p s; 2, wc have that th e spaces U[O, l ] ? 
LP (isometrically), a classical rcsult of Breta gnolle, Dacunha-Cast elle and 
Krivine [3]. Oth er classical function spaces with sym metric structur e can 
be isomorphically embedded into the spaces Lq[O, l] for 1 :s; q < 2. Thu s for 
Orlicz function spaces we have: L 1 [O, l] ? LF[o, l] holds if and only if the 

Orlicz space LF[o, l] is 2-concave (Bretagnolle and Dacunha-Castelle [2], 
Schütt [23]). See also t he recent survey by Dílworth [5]. 

The non 2-concave case on (O, 1 J. In contrast with t he above case, there 
is a stro ng shortage of separab le r.i. functi on spaces on [O, l] containin g iso
morphi cally scales of LP-spaces, for p > 2. Recall for cxample t hat for thc 
spaces Lq[O, l] (with q > 2), the Banach latt ices which can be isomorphi
cally embedded into U[O , l ] are essentially Lq{µ)-spaces for some suitable 
measures µ (ej. [20] p.202 ). In particular, the r.i . function spaces on [O, l ] 
which are isomorphic to a subspace of Lq[O, l] , for q > 2, are jus t Lq[O, l ] 
or L2[0, l] ([13] p.4 1). 

Given any 2 < p < oo, no examp le was known of a separab le r .i. funct ion 
space E[O, l]( # LP[O, l ]) such that E[O, l] ? LP. The irnposs ibility of finding 

such exam ples inside th e class of Lorentz funct ion spaces was showed by 
Carothers ([41). Thi s shortage of r.i. function spaces with this propert y is 
related to thc following fact proved by Kalt on and the author ([7] p.827): 

Theorem 6. Let E [O, 1] be a r.i.function space with som e concavity and p
convex far sorne p > 2. // a r.i. fun ction space F [O, l] {# L2 ) is isomorph ic 
to a subspace of E [O, 1] then F[ O, l] is lattice -isomorph ic to a sublattice of 
E [O, l] 

In particular, the existence of an isomorphi c embcdding of an LP-space 
for p > 2 into a separable r.i. function space E[O, 1] implies that there exists 
also a lattice - isom orphic embedding of LP into E[O, 1] (i.e. for 2 < p < 
oo, E [O, 1] :J LP => E[O, l ] :J LP) 

- ~e 
Thc cxistence of separa ble Orlicz function spaces LF[o, 1] containing 

lattic e-isomorphically sca les of LPspaces for different values of p has been 
proved in [H-R 98]. A more general result on universality given in [10] is t hc 
following: 

/3-concave Orlicz funct ion space Lª [o, l] is lattice -isomorp hic to a sublatt ice •. 

Theorem 7. Given 1 < a < f3 < oo, there exists an Orlicz function s¡,ace 

LFº·ª [O, l], with indices ª~. a= a and f3'?,_8 = /3, such that every a-convex i 
of LF0 .~[o, l]. 
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Thus the spaces LF0 , 8 [0, l ] verify that LF0 , 8 [0, l ] :::, Lº[O, l], in particu-
- 1 

lar for every a :S p :S /3 we have LF0 ,a [O, l ] :::, LP. 
-e 

Let us denote by PF the set of scalars p such tha t LP embeds lattice 

isomorphically into LF[o, l ], i.e. PF := {P > 1 : LF[o, l] ~e LP }· We 

considera third parameter (different from the Matusze wska-Orlicz indices): 
t.he "inclusion" index 'Y'? associated to F. Define 

. logF(x) 
'Y'f' := lim sup - 1--x-oo ogx 

It turns out that 'Y'? = inf {P > 1 : LP[O, l } e LF[o, l]} 
It is easy to check that a'? :S 'Y'? :S /3'lf?. And these incqualities can be 

strict. Clearly if pis a scala r such that LF[ü, l] :::, LP, then 'YF :S p :S f3'P-
-e 

Hcnce PF e b'P, /J'P] 
Many natural Orlic z functions F satisfy that the set PF is just the empt y 

set (for cxample submultiplicative functions at oo). On the other hand notice 
t hat t he univ ersal Orlicz function spaces LFa.B[O, l], given in Th eorem 4.1, 

have inclusion index 'Y~ ,B = ªFa.a and that in this case the sets PF reach 
their biggest possible size filling all of the interval [a, /3], i .e. PF = [a, /3]. 

The "size" of the sets PF can be arbitraril y sma ll comparing with the 
size of the interval [a , /J](see [91): 

Theorem 8. Let 1 < a < 'Y :S /3 < oc. There exists an Orlicz Junction 
space LF[o, l] with indices af! = a , 'Y'f' = 1 and B'P = /3 such that LP is 
lattice-isomorphic to a sublattice of LF[o, l ] far every p E ['Y'f',,B'f']. 

Thus for these space s LF [ü,l] we have PF = b, /3} e [a , ¡J'J. Let us 
also mention that the sets PF are not always closed : Given 1 < a :S 'Y < 
,B < oc. There exists a /3-concave Orl-icz function space LF[O, l] with indices 
a'? = a,'Y'lf? = 'Y and ¡J''f? = /3 snch that LF[o, 1] :::, LP if and only if 

-e 
p E hF,/3F) 

It is a open question whether or not the sets PF are always convex. 
Th e method used in the proof of above Th eorem s involves sorne combi

natoria! facts and propertie s of Banach space s with uncount able symmetric 
basis. We pas s to discribe this. 

5 U ncountable symmetric basis and universality 

The structure of Bana ch spaces with an uncountab le symmetric basis 
has a behavior quite different to the countah le case. Recall that a family of 
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vectors (e;); EI in a Banach space E is a symmetric basis if it is an uncondi
tional basis and for every pair ( ik) and ( ij ) of sequences of different elements 
indices in I we have that (e;k) and (e;,) are equivale nt basic sequenc es. 

Using renorming arguments, Troyanski [25) proved that: if a Bana ch 
space E with an uncaunta ble symmetric basis (e;) ;Ef cant ains an isamarph ic 
capy af i11 (r) far same uncauntable r e I, then E = f 1 (I) . A similar 
result holds with the space co(f): if a Banach space E with an uncauntabl e 
symmetric basis verifies E :; co(f) far sam e uncountable r C I then E = 
co(I). Thi s was also proved by Troyanski in [25). 

A natural quest ion is the possiblc cxtensions of Troyanski 's result on 
f 1(r)-embeddings to the case 1 < p < oo, i.e . wheth er there exist Banach 
spaces (# fl'(I)) with an uncountablc symmetric basis containing an iso
morphic copy of fP(r) for uncountable r. The answer is yes, and the first 
examples were certain non-r eflexive Orlicz spaces with sym metric basis given 
by Troyanski and the author in [12]. 

Fixed a discrete Orlicz space eF (I), we consider the set LF 1 of all Orlicz 
functions ' 

¡1 F (sx ) 
G(x) = Ío F(s) dµ(s) (!ar Ü < X < 1), 

where µisa probability measure on (O, 1). The following critcria is useful 
([22), jl2]): 

Theorem 9. Given an Orlicz space eF(I) with the f un ctian F satisfy ing 
the ó.2-candition at O. Th en fF(I) cantains an isamar phic capy aj eª(r) 
far r C I un cauntable sets if and anly if G E LF ,l . 

Wc indicate now the method uscd in t he proofs of t hc cxisten ce of univer
sal spaces and Orlicz function spaces Lª[O, 1) containin g a lattice-isomorphic 
copy of LP with prefixed indices ªe = a and /3c' = /3 an d a < p < /3. 

Let us first point out that this result can be quite casily deduced after 
solving a related problem for th e uncountabl e discret e case, i.e. th e existencc 
of discrete Orlicz spac es [ F (I ) containing an isomorph ic copy of {P(r) for 
uncount ablc r e J. Ind eed , by t ransfcr arg umcnts , wc considcr sorne r > /3 
and define th en an Orlicz function G near oo by 

G(x) := .1:r F( I / x) 

w here F is a certain Orlicz function defincd ncar O such t hat eF (I) ? fl'(f) 

ding LP spaces into Orlic z function spaces Lª[ o, 1] given in terms of the set ~ 

I:c,1, can be applied to get th e LP-embedd ing. 

for uncountable re J. Using Theorem 2.3 , the crit eria for lattice embed- 1 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

95

We now focus on th e construction of discrete Orlicz spaces cF (I) such 
that f F(l) ? fl'( r) for un countable r e J and prefixed indi ces. A cru-

cial point in doing this is the existence of series of pos iti ve terms with the 
following "shift uniforml y bounded" propert y : 

Lemma 10. There exist sequ ences (an)~= 0 an d (En)~=O of positive nurnbe rs 

with I:~=O Cxn = oc and cons tants A > O and B > O su ch that 

00 

A :,; L C<nén+k :,; B 
n=O 

far every natural k = O, 1, 2, .... 

The existence of these sequences (an) and (En) is proved using the follow
ing combinatoria! fact: given an arbitrary sequence (h;);; 0 of positi ve inte 
gers with ho = 1, there exists a set of couples of positiv e int egers { ( rn1, k;) } 
with m, > k; such that for each n: 

(i) th ere exist pr ecisely hn coup les (rn1, k;) such tha t rn1 - k; = n. 

(ii) there exist at most (n + 2)2 couple s (rn1, k;) such that k; - rn1 = n. 
Let us indicate now oth er steps of the proof of eF(I ) ? fP(r). We can 

assume a = 1 < p < fJ = p + E The other cases can be deduced from this 
using q-concavification and r -convexification reduct ions and properti es of 
the I:F ,l sets. We consider the function 

00 

f = L E'.n X(2 - (n-,.1),2- n¡ 

n=O 

where the sequence (En) is given by the Lemma , and define the Orlicz func
tion F at O by 

F (x) = fax (x - t)tP - 2 f(t)dt. 

It turns out that th e function f sat isfies th e following key prop erty: 

A :,; I>n f (;) :,; B 
n=O 

for O < x :,; l. From this , t he following incqualiti es are obtained by integra
tion 

xP 00 X xP 

A-(--) :,; ¿ an 2pn F (-2 ) :,; B - (-- ) 
p p - 1 n=O n p p - 1 
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for Ü ::; X::; l. 
Thus, if we cons ider the discrete measure µ on (O, l] defined by µ(2 - n) .

°'n2pn F(2-n), wc deduce that th e function G, defined by 

G( ) = ¡1 F(xt) d 
x Ío F(t) µ 

(O :e; .1: :e; 1) 

satisfies that .1:P "',' G E ¿F 1 . Hence, using Th corem 5.2, we deduc e that 

the Orlicz space eF(I) verifi~s eF(I) ~ fl'( r) for uncountabl e r e l. 
Finally, using properti es of the sequcncc (en) const ructed in th e Lemma, 

the associated indi ces of the Orlicz function F can be computed to obtain 
°'F = 1 and PF = p + €. 

A more general result is the existence of universa l Or licz discrete spaces 
eF(I) with prefixed indi ces given also in [10]: 

Theorem 11. Let l < a < f3 < oo. There exis ts an Orlicz space fF a./3(1) , 

with indices ap 0 _8 = a and f3F".r; = f], such that eF0 ,8(I) contains aniso 
morphic copy of any a-c onvex f]-concave Orlicz space t.0 (r ) with [ e I 
arbitmry sets. 

This theorem provides in particular new examp les of universal Orlicz 
sequence spaces f.Fa,.a with prefixed indices a and f3 different from the given 
by Linclenstrauss and Tza friri in [17]. 
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Projection constants, isometric 

imbeddings and spherical designs 

Hermann Konig 

Abstract 

We derive upper estimates for projection constants of finite-dimen
sional normed spaces and show that the bounds are attained for spaccs 
with unit balls generated by certain spherical designs. The extrema! 
spaces, however, are non-unique, in general. \Ve also discuss applica

tions of spherical design techniques to the problem of isometric imbed
dings of enclidean spaces into lp-spaccs if p E 2N. 

1 Introduction and main results on projection con

stants 

Projections of minimal norm onto subspaces of a given Banach space are 
uscful in approximation theory and in funct ional ana lysis when one consider s 
continuous linear exte nsions of operato rs given on su bspaces only. Given a 
(closed) subsp ace X of a Banach space Z, the relative projection constan t 
of X in Z is 

>.(X, Z) := inf { IIPII IP : Z --+ X e;; Z a linear project ion onto X, P 2 = P} , 

t he ( absolute) project ion constant of X is 

>.(X):= sup{>,(X , Z) IZ is a Banach space containing X as a subspace} . 

Th e scalar field will be always 1K E {JR, IC}. Any separab le Bana ch spa ce 
can be imbedded isometr ically into /00 ; for any such imbedding one has 
>.(X) = >.(X, l.00 ) 100 is the "wors t" superspace with maximal relati ve 
projection constant. For finite-dimensional spaces X , dim X =: n, one has 
by Kadets-Snobar [8], >.(X) S fo. In fact , a stronger estimate is known . 

be the euclidean norm . Vectors x 1, ... , x,v E ocn are called equiangular ~ 

Let <·,·>denote th e stan dard scalar product on ocn and 11-112 = ~ 1 
provided th at llxdl2 = 1, 1 < Xi,X j > 1 = a< 1 fora l! 1 Si f. j S N 
hold s. Let N(n) := n(n + 1)/2 if 1K = IR and N (n) := n 2 if 1K = IC. It 
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is easy to see that no mor e than N(n) equiangular vectors can cxist in ocn 
sin ce t hc orthogonal proj ections onto thc lines IKx, turn out to be Jinear ly 
independent as operator s over IR, cf. Lemm ens-Seidel [14]. Lct us define 
functions 

!JI!!. : N _, IR, !JIR(n) 

ge : N _, IR, gc(n ) 

(2 + (n - l) vn + 2)/ (n + 1) 

(1 + (n - l) v'n+l )/ n, 

and denote g = goc for 1K = IR or IC. It is easy to see that g(n) < ,/ñ for ali 
n EN and 91R(n) = ./ñ - }n + ü(k) as well as gr:;(n) = ./ñ - 27,i + ü(k) 
for large n E N. The following strengthening of thc Kadcts-Snobar bound 
is valid, cf. [10], [11 ]: 

Theorem l. (a) The projection constant of any n -dim ensional norrned 
space Xn satisfies 

,.\(Xn) :S g(n) < .,/n. {1) 

(b) Given 1K and n E N, there exist n-dim ensional spaces Xn f or which the 
bound ( 1) is attaine d if and only if there exis t N ( n) equiangular vectors 
X ¡, .. . , x N(n) E ocn. In this case, extremal spaces X n can be realized as 

subspaces of t;}") or l~ (n) by defining the nom, of X n = (IK", 1111) as 

or 

llxlloo = sup 1 < x, Xj > 1 
l<;j <;N(n) 

N(n) 

llxll1 = L 1 < X,Xj > 1. 
j=l 

Unless 1K = IR and n = 2, both spaces are non-iso met ric and both have 
maximal projection constant. The orthogonal pmj ection is the minimal pro
je ction. 

Let us remark that N( n) equiangular vecto rs are known to exist for 
1K = IR: n = 2,3, 7,2 3. 
1K = C: n = 2, 3,4,8, cf. [14], [18]. 

In the real case, for n > 3, a necessary conditi on for th e existence of 
N(n ) equiangular vectors is n = (2m + 1)2 - 2,m E N, cf. [14]. For m = 

3, n = 47, they do not exist, however (E. Bannai , person al communicati on). 
lt is unlikely that N ( n) equiangular vectors exist for other n than 2, 3, 7, 23 

vectors always exist in C" . Thi s was checked numerica lly up to n :::; 45 •. 
within erro r toleran ce of 10- 8 . 

if JK = IR. On the other hand, it is conjcctured that N (n) = n2 cquian gular 1 
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For 1K = ~, n = 2, N (n) = 3 the extr ema! 2-dimens ional suhspa ce of l~ 
or lf is th e one with sum of coordinates being zero , in hoth cases th e uni t 
hall is a regular hexagon . For 1K = ~' n = 3, N (n) = 6, th e equiangular 
vect ors in ~ 3 are th e six d iagonals of the regular icosahe dron. 

The norm 11,lloo thus has the regular dodecah edron as its unit hall. it is 
dual to the icosahed ron . T he norm 11,lh yields a different unit hall which 
may be described as D n <fil where D is a regular dodecahedron and l 
t he icosahedron having thc midpoints of the faces of D as its vert ices and 
<f, = (1 + v'5)/2 is t he "golden rat io" , D n <fil has 12 regular pentagons and 
20 regular tri angles as its faces. 

Even though th e existen ce of N(n) = n 2 equiangu lar vector s in en has 
not hccn proved, th erc exist n 2 - n + 1 such vectors if n is an odd prim e 
power. As a consequ ence, the bound in (1) is almost at ta ined: 

Proposition 2. Let n = pm + 1 be a prime power plus 1 and N = n2 - n + l. 
Th en there exist complex n -dimen siona l subspaces X n of C"", which when 
consider ed as subspaces of l/;, or W, satis/ y 

1 
,\(X n) :C: g(n) - 2 fo, (2) 

The N(n) vectors Xj of Theorem 1 forma spher ical 4-design on s n -l <;; 
ocn; this means that 

J 1 N 

p(y)da(y) = N I:P h) 
s n -l J= l 

(3) 

holds for N = N (n) and p being an even polynomia l of degree 4. If one 
adds the vectors (- xj) and replaces N by 2N , one has equality (3) for all 

polynomials of degree 5. 
Since g(:;} ----, l , t he spa ces X n of P roposit ion 2 sat isfy lim >.('? ) = l. 

vn n - oo v n 

An improveme nt of thi s est ímate can be given for spaces wit h 1-symmetri c 
sp aces: It was shown in [9] th at t here is e < 1 such t hat for any n-d imensional 
space X n with an 1-symmetric basis one has 

.\(l ") 
For exam ple, if Xn = ¡Pn' 1 ::; p ::; 2, one knows that lim 2i,:. 

n ---.oo Vn 

( < 1) if!K = ~ and :{/- ( < 1) if OC= C. 
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2 Trace-duality 

As with many optimization questions, it is usefu l to consider a dual 
formulation of the problem . 

Lemma 3. Let n < N and Xn <;;; ti:, be an n-dim ensionat subspace. Than 
there exists a map u : 1i;¡, -> ii;¡, with u(Xn) <;;; Xn such that 

N 

.\(Xn) = tr(u: X n -> X n) and ¿ llue1lloo = l. 
j=l 

Here e1 denote the standard unit vectors in ti:,. 

Proof. By compactness in finite dimensions, there exists a projection Po : 
ii;¡, -+ Xn <;;; zi;:, onto Xn of mínima! norm. Thus IIPoll = .\(Xn) =: .\. 

Consid er th e space .C(li;:,, ti:,) of linear operators on zi;:,, equipped with the 
operator norm. The sets 

A= {SE .C(l;;,, I{;,) 

B ={PE L.'.(l;;,, l{;,) 

11s11 < .\} 

P =Po+ ¿x1'(·)x; for sorne m EN, 
i=l 

X¡, ... ,Xm E X n,x j , ... ,x;,, E Xf <;;; (l(;,)*} 

are convex and disjoint since B consists of pro jectio ns onto Xn and IIPII 2': ,\ 
for any projection P. Since A is open, by Hahn-Ba nach there exists a 
functional <p E [(li;¡,, z:)• of norm ll'PII = 1 such that rp(Po) E lR and for ali 
S E A and P E B we have 

Rerp(S) < .\ $ Rerp(P) . 

In particular, <j)(Po) = ,\. By trace-duality, <p is represented by u E 
.C(l:, zi;:,) as <p = tr(u.). Since th e operator norm of w E .C(l{;;,, l;;,) is ju st 

llwll = sup llwe1lli, the dual norm is given by 
15,jS, N 

N 

111>11 = lltr(u.)11 = ¿ llue1lloo = l. 
j=l 
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For any x E Xn, x* E X ;;-we know for P =Po+ x* (.)x 

A S Recp(P) = Re[cp(Po) + cp(*(.)x)] =A+ R etr (u o (x*(.)x)) 

A+ Rex *(u(x) ) 

Hence Rex*(u(x)) 2'. O for ali x* E X;;-,x E Xn which yields x*(ux) = O, 
i.e.[?J u(Xn) ~ Xn- Further 

>-(Xn) = >-= cp(Po) = tr(uPo) = tr(u: Xn _, Xn), 

N 
andas seen before I:: llueilloo = l. j=l 
Proposition 4. Let n , N E N and n < N. Then 

sup{A(Xn, l;:'.,)1 Xn is an n-dimensional subspace of l;;,} 

= n sup Lttjµkl < Xj,Xk > 1} 

D 

(4) 

where the second sup remum is taken over ali discrete pro bability measu res 
f?J µ = (µj)f=1 E (IR+JN, 11µ111 = 1 and over ali sets of vectors Xj E sn-l 

such that 
N 

ld n =nI:f• J<· ,T 1> Xj on ll(n_ 

j = l 

Both supremes are, in fact , maxima. Given extrema / elements (xj,µj ) 
for the right side of (4) - where we may assum e that ali µj i= O - an n

dimensional space X n with maxi mal projection constant ma y be defined by 

its norm llxll = sup 1:Si:SN 1 < x, Xj > 1 as a subspa ce of l;;, or llxll = 
N 
I:: µji < x,Xj > 1 as a subspac e of/f'(µ). j=l 
Proof. "S" : Assum e that X n has maxim al pro ject ion constant among n

dimensional subspaces of l/::,, i.e . .>-(Xn, l/::,) = .>-(Xn) attains the left supre-
N 

mum . Choose u E C(l{:;,, l/::,) as in Lemma 3 with u(X n) <;:: Xn and I:: lluej 1100 = 

1, >-(Xn) = tr(u : Xn -, X n)• Let µj := lluejlL,o• Hence µ = (::w=l E 11 
(IR+JN is a discrete probability meas ure. Consider X n ~ Z! = ll(N as an ~ 
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algebraic subspace oflf (µ) = IKN and Jet f¡, . . . , f n be an orthonormal basis 
l 

of Xn under the norm of /f (µ), 11~112 = (J1 l~j l2µj ) 
2

. Then 

n 

,\(Xn) = tr(u: X n --+ Xn) = ¿ < uf ;,f ; >1!¡(µ) 
i=l 

n N N n 

LL uf;(j)f;(j)µj ~ ¿µJ I¿ uf;(j) f¡(j)I 
i = I j = l j = l i= l 

~ tµ J lltf;(j)u.filloo = tµj// u (tf;(j)f;) L, 

But for ~ E Xn, llu(Ol l00 = 1/u (t ~kek) 11
00 
~ t IM luek lloc = t lü lµk. 

Thus 

N N I n 1 -\(Xn) ~ ~; µ1µk ; f ;(j)f;(k ) , 

ta king ~ = f: f;(j)f; E X n. Let x1 = }n(J;(j ))i= I E IK". Then 
i=l 

N 

-\(Xn ) ~ n ¿ µj µk 1 < Xj,Xk > 1 

j,k = l 

N 
where ¿ µj < ·, Xj > Xj is a multiple of the ldentity on IK" since f¡, .. . , f n 

j=I 

was a µ-orthogonal basis. Since 

(
N ) N n N 

tr ¿µ1 < ·,Xj>Xj = ¿µj< Xj,Xj>=¿ ¿lx j(i) l211j 
J=I j= l i = l j =l 

the multiple is i, i.e. 

1 n 

;;;, I:: 11Ii11zrrµ) = 1, 
i= l 

N 

I dn = n ¿µ 1 < ·,Xj > Xj, 
j=l 
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N 

and L µ1llx1II~ = l. Hence 
j= l 

It is shown in [10] by a rath er lenghty argurnen t using Lagrangc rnultip liers 
that the right hand supr emum in (5) is, in fact, at ta ined for vectors x1 
which have constant 12-norm µ-a.e. We will not give t his argument here. 
Assuming thus µ1 # O for all j = 1, · · · N (otherwise Xn is a subspac e of 
sorne l;;,; with M < N), wc get in the extrema! case llx ill2 = · · · = llx,v ll, 

N 
From L µ1 llx1II~ = 1 we infer that llx1ll2 = 1, i.e. Xj E sn- 1. This proves 

j=l 

the inequality "::;". 
"2:": We only give a sketc h of th e argument , for deta ils see [10]. Assume 

that (x1,µ 1lf=1 atta ins th e right hand supr emum in (5) , call this 

N 

A= n ¿ µjµk 1 < x1 , Xk > ¡. 
j,k=! 

Th e Lagran ge rnultipli er approach yields that t he map 

is a multiple of the identit y on Xn := Span [f¡, ... , fn ] where f;(k) := foxki, 

Xk = (xki)i=l E lKn. Hencc for all j = 1, ... , N; i =l . .. n 

N 

í:: sign(< ,"Cj,Xk >)µkXk i = í'Xji · 

k= l 

Multiplying with x1; and summi ng over i yields together with x 1 E sn - I 

that 
N 

¿ 1 < Xj,Xk > lµ k = ~¡ 
k= l 

indep endent of j E {l, . . . , N}. Thu s th e multipl e -y is equal to -y= 1\./ n. If 
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[?] P : /{! ---> Xn e;;; l{! is any proj ect ion onto Xn , 

N 

A tr(u: Xn-+ X n) = tr(uP: I{:,---> l{;,) :S IIPII ¿ llueklloo 

N 

IIPII ¿µk = IIPII. 
k= l 

Hence Xn is an n-dimen sional subspace of I[! with proje ct ion constant 2 A. 

As a subspace of l~, it inherit s th e norm 

;;;; 11 ¿ ad,lloc = sup ¿ a;xki = sup 1 < Xk, a > 1 1 n _ 1 n 1 

yn i=l l ~ k-5:N i=l I ~k'5, N 

(6) 

where a= (a,)i=l E IKn is the natural coordina te vecto r . By sorne dualit y 
argum ent using u• it can be seen t hat also Span[f1 , ... , fn ] as a subsp ace of 

N 
lf' (µ) , i.e. with norm ¿ 1 < xk, a > Iµ,, has proje ction const ant A. This 

k = l 
proves the reverse inequalit y and shows how the vecto rs Xk are relat ed to 
t he construction of extrema! spaces Xn. Th e norm given by (6) on Xn shows 
that the dual unit ball of Xn (as a subspac e of l~) is just the absolutel y 
convex hull of the vectors x 1, ... , XN E ocn. D 

3 Estimating the projection constant 

We now turn to the proof of T heorem 1 using the duality result of Propo
sition 4. For this we use a simple but useful Lemma du e to Sidelnikov [4]. 

Lemma 5. Let µ = (µj )f=1 E (IR+JN be a dis crete probability measure and 

consider N poin ts x 1, .. . , x N E sn-l on the sphere in IKn . Let u denote the 
normaliz ed surjace measu re on sn - 1 . Th en f or every even int eger 2k E 2f\! 

In the complex case, express the integrand in real variables and integra te 

continuous moment wit h respect to the surface measure . For othe r powers ~ 

thi s is not tru e, in genera l. 

over 52n-1(1R). Thus the discrete (2k)-th moment is always biggcr than the 1 
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Proof. (for 1K = IR). For x E IR:", denote by x®2k = x 0 · · · 0 x E IR"2• thc 
(2k )-fold tensor product . Th en for x , y E IR" 

Given (x1,µ 1) define t he tensor 

Th e int egral is a vecto r integral which can be defined coordinat e-wise . 
N 

Clearly (3) o<:::<(, ( >lllin2k = ¿ µ)µ1 I < Xj, :r¡ > 12k 
j,l=l 

Since a is rotat ion invariant and x 1 E sn -l , th e first int egra l does not 
depend on j E {1, ... , N }. We may just take x 1 = e t o be a standard uni t 
vector, similarly the inner inte gral in the las t te rm does not depend on y. 

N 
Thus with ¿ µ1 = l 

j = l 

N 

O<;< (,(>= ¿_ µ1µ1l < x1,x1 > 12k - { l <e,x > l2kda(x) 
} 511-1 

J,l = l 

which proves Lemma 5. o 

Clearly J 1 < e,x > l2kda(x) =: Cnk depend s only on n and k and can 
5n - l 

be calculat ed easily using polar coordina tes . In part icular, one has 

1 3 2 
Cn1 = ;:;,, cn2(IR) = n(n + 2) ' Cn2(C) = n(n + 1) . (7) 

Equality in Lemm a 5 is equivalent to ( = O. Expressing ( in coordina tes, 
this means that for any monomial p( x) = x f 1 • • • x~" of total degr ee n 1 + 

+ °'n = 2k we ha ve 

(8) 
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Since these monomials form a basis of ali polynomi als p which are homoge
ncous of dcgrcc (2k) in n variables, these are also int egrated exactly by the 
cubature rule (8). Any even polynomial of degree :S 2k is a sum of poly
nomials homogeneou s of degree (2/) where O :S / :S k . Since these may be 
multiplied by < x , x >k-l on the sphere 5n- 1 , (8) integra tes al/ even poly
nomials of dcgrce :S 2k: the vectors (xj) and the measure (µj) constitut e a 
spherical design of degree 2k in n variables. 

Proof of Theorern 1. i) Let Xn be an n-dim ensional norm ed space . By ap
proximat ion, we may assume that Xn <:;; l/:, for sorne finite N E N. To 
est ímate >.(Xn) from above, using Proposition 4, wc have to bound any 
expression of the form 

N 

n ¿ µj/Lkl < Xj,Xk > I 
j, k=l 

by g(n) where XJ E sn-l and µj are such that 

N 

ld n = n ¿µj < · ,Xj > Xj , 

J=l 

(9) 

Let o = 1/vn + 2 if 1K =~ ando= 1/ y"nTI if 1K = IC. For t E [- 1, 1], 

(ltl - o) 2 = ((t2 - 0 2)/(ltl + o)) 2 2 (t2 - o 2 )2 /( 1 + o) 2 , 

(10) 

whcre 

a o 3 1 o 1 
'Yo = 2 - 2(1 + a)2 ' 12 = 2a + (1 + a)2 ' 14 = 2a(l + o:)2 

are 2 O. Equalit y in (10) holds if and only if ltl = a or l. Th erefore 
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N 

By (7), L µ1µk l < Xj, Xk > 12 = 1/n . Using Lemma 5, we find th at 
J,k=l 

N 

n L µ jµ kl < x1 , X k > 1 S n"'/O + 'Y2 - n"¡4Cn2(lK) = g(n) 
j,k=l 

with c,,2(lK) as in (7). The last inequality is by calculat ion , gis the function 
given in Theorem l. Actually, th e value of o: chosen is such that it min imizes 
t he expr ession n"¡o + "12 - n"¡4Cn2(lK); it depend s on lK since Cn2(lK) depe nds 
on lK E {ffi., IC}. Thu s .\(X n) $ g(n) as claimed . 

ii) As for the case of equality, clearly needed is for ali j, k = 1 ... N th at 
[?] I < Xj,Xk > 1 E {a , l} , i.e. for j f. k that 1 < X j ,X k > 1 = o:: the lines 
spanned by the vect ors XJ should be equiangular . Th ere are at most N(n ) 
equiangular vectors in lK" with N(n) = n(n + 1)/ 2 if lK = ffi. and N(n) = n2 

if lK = IC since th e orthogonal projections onto the lines spa nned by the xj' s, 
Pj :=< ·, Xj > Xj, are linearly ind ependent as operator s: 

We know th at 

< Pj , Pk >:= tr(PjP k) = 1 < Xj, Xk > 12 = o:2 

a.nd hence the Gram matr ix 

has determinant f. O since o < l. Being hcrmitean , there are only at most 
N ( n) linearl y independent Pj's. In th e ca.se of equality, th erefore by using 
the Cauchy-Schwartz inequal ity 

g(n) = n (ti µi µko: + t µ7(1 - a )) 

2: no.+n/N (t µ1)
2

(1 - o) = no.+ n/N(l- o) 

2: na + n /N( n)( l - o:)= g (n) . 

Th e last equality again is by direct calcul at ion . Since this is a chain uf 
equalities, N = N (n) must be maximal and ali µ/s equal to µj = j¡, An 
extrema] space Xn can hence be reali zed by consider ing t he norm 

llxll = sup 1 < x, Xj > 1 
l ,Sj,SN 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

110

or , du ally, by 
N 

llxll = ¿I < x,x 1 > 1, 
j=l 

The matrix P = n /N(< x1,x k >)tk=l = 1 gives the orthogonal projecti on 
onto Xn with IIPII = N( l + (N - l)a) = g(n ). D 

Sincc th ere are only a few cases of known sets of equiangular vector s 
in ocn of maximal possible size N(n ), it is useful to st udy examp les which 
almost give th e maximal numb er and yield spaces with almost maximal 
projection constant. We can do this in certain comp lex dimensions. For 
this, we need the following number theoreti c fact , cf. [6] 

Lemma 6. Let n = pm + l be a prime power plus l and N = n 2 - n + l. 
Then there exist d¡, ... , dn E { O, ... , N - l} such that all differences ( d1 -d m) 
modulo N(l # m) are all different and yield all n(n - 1) = N - l integer s 
between l and N - l. 

Using this, we now construct complex spaces to give thc 

Proof of Proposition 2. Take d1, ... , dn as in Lemma 6 and !et with N = 
n2 - n + l 

Xk := n-l / 2 ( exp (2;i d¡k)) :~l E S"- 1 (1C). 

for k = l, ... , N. The vecto rs Xk are equiangular since for j # k 

n2
1 < x1 , Xk > 1

2 = lt cxp (2;i d¡(j - k)) 12 , () :=j - k # o 

n (2 · ) L exp ;i (d¡ - dm)O 
l.m =l 

~ (21ri ) n+ ~ exp --¡:¡(d1 - dm)O 
l¡ém 

N - 1 ( 2 . ) 
n + ¿ exp ;\o = n - 1, 

k= l 

hence 1 < Xj' Xk > 1 = vn ~ -ln for ali 1 <::: j # k -s N = n 2 - n + l. 
Defining f¡ = (xk1W= 1 E cN, we have for l # m 

N l (2 · ) N < f¡, Ím > = L;:;: exp ; 1 (d¡ - dm)k = -;:;:61m 
k=I 
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and thus 
N 

ldn = _!2:_ L < ·,Xk > Xk on en. 
N 

k=! 

Let Xn = Span(J1, ... , f n) e;; l{:,. Considered as asubs pace of lf, ( Jfif¡)1=1 

is an orthonormal basis of Xn and P := fí(< Xj,X k >) fk=l gives the or
thogonal projection onto Xn. Clearly 

n ~ n Jn=1 
-\(Xn) :S IIPII = r:¡ sup L., 1 < Xj,Xk > 1 = N(l+ (N - 1)-- ) = : h(n) 

, 15'j5'N k=l n 

To show that ,\(Xn) = h(n), we consider 

N ( Jn=l) 1V N u:=(< Xj,Xk >)j ,k=! - 1- --n- l dN: l:x,--> lx. 

Th en foral! j, k = 1, ... , N, [ujkl = Jn=l /n and 

( N Jn=l) ulx n = -;:;: -1 + --n- l dx " 

Hence 
tr (u: X n --> Xn) = N - n + v'n=-i 

and 
N N Jn"=1 

Lllu e1 lloo= L sup luJk l =N ~ 
j= l j= l 19S N n 

This implies that for any projection Q : l;;, --> Xn e;; l;;, onto Xn 

N - n + v'n=-i tr(u: Xn--> Xn) = tr (uQ) 

~ Jn=1 :s IIQII ki lluej[loo = IIQIIN-n-, 

th erefore 
N - n+~ 

,\(Xn):;:, ~ n = h(n ), 
N n-1 

the last equality again verified by direct calculation . It is easily checked that 
[?] h(n) :S g(n) :S h(n) + 2},¡ so that (2) holds . Since u is symmetric , a 11. 
similfil coIBtrnc<ion wocks io if iIBtead off~ by do~ity . D ~ 
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4 Isometric imbeddings of euclidean spaces into 

lp-spaces 

We now turn to the problem of imbedding euclidean space isometricall y 
into l¡;-spaces where similar spherical designs techniques are useful: again 
equiangular vectors and the Sidelnikov lemma are needed. 

It has been known for a long tim e - see e.g. Lyubich [13] that even 
the 2-dimensional Hilbert space /~ does not imbed isometr-ically into l{; far 
sorne finit e N E N unle ss p is an even inte gcr. In fact t he same is tru e even 
for imbedding l~ int o th c infinit c-dimen sional lp, sec Delbaen, J archow and 
Pelczynski [2]. However, for even p = 2k E 2N, isomet ric imbeddings of U] 
into l{: cxist providcd N = N (n, k) is sufficicntl y large. The easiest example 
of imbedding l~ into 1i is a consequence of the equality 

which means that with f¡ = (1, -1/2, -1/2) , h = (O, ,,/3fi , -,,/3fi) 

llxfi +vhll4 = {/97sll(x,y)ll2 

holds and X2 = Span[Ji , h ] = { z E IR31 it z; =O} <;;; iJ is hilbertian. In 

general, the following holds: 

Proposition 7. Let n, k E N~2· Then there exis ts NEN such that C] L-> /~ 

im beds isometr-ically. In fact , N can be chosen such that 

L (n,k) :e; N :e; U(n , k) 

where 

{ 
L (n, k) = (n+z-1), 
L( k) = (n+l•t ]- 1) (n+l1]- l) 

n, lkt l 111 ' 

U(n, k) = (n+;Z-1) 

U(n, k) = (n+z-1)2 

Clearly, L(n, k) ~ nk, U(n , k) ~ n2k as n-, oc. 

Proof. We give th e proof for the upper bound yielding th e possibility of 11 
isomet ric imb edd ing, for 1K = IR, taken from [16]. If a denot es aga in the ~ 
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normalized Haar measur e on 5n - 1, the rotation invar iance of a implies for 
X E JR.n 

J 1 < X, Y> l 2kda(y) = Cnkllxll~k. 
sn-l 

Approximating the integ ra l by Riemann sums , we see that Cnkll,112k is in 
the closed convex hui! of t he polynomials P = { < ·, y >2k I y E 5n- l} in 
the positiv e cone of the (2k)-homog eneous polynomials of degree 2k in n 
vari ables Pf t::. Being a finite-dimension al space , t he convex hull is closed 
and hence C~rathéodory's t heorem yields t.hat N may be chosen smaller 
than N :C: U(n,k) = dimP ff ~ = (n+~z-1). D 

The connection bet ween isometric imbeddin gs an d spherical designs is 
given by the following result found e.g. in [7] or part ly in [4], [15] or [17). 

Proposition 8. Let n , k, N E J\h 2. Th en the f ollowing are equival en t.· 
( 1) There exists an isom etric- imbedding /'!J '-' l~ . 

N 

(2) There exist point s x1 , ... ,x.rv E 5n-l and (µ j) S'=I e !R.+, L µJ = 1 
j=I 

such that 

N 

¿ µJµil < Xj,Xl > 1
2k = J J I < x , y > l2kda (x )da(y) =: Cnk 

j,l=l 5n -l 5n -l 

(3) Ther e exist poin ts X¡, ... , x.rv E 5n- l and (µJ)f= 1 C !R.+, I:;: 1 µJ = 1 
such that for ali even poly nomials of degree 2k in n variables p E Plk,"nn 

N 

¿ µJ p(x j) = J p(x)da( x) 

J= I 3n-1 

(11) 

Thu s (x 1 , µJ) yield a cubature formula with N nodes for even polynomials 
of degree 2k which constitutes a sph erical design of degree 2k . 

Proof. (1)=?(2). Any isometric imbedding i : /'!J --> l~ has the form 
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N N 
Let Xj := ZJ/llz1ll2, µj := llzJIW/ ¿ llzilW and d = ¿ llz1ll~k. By rotation 

l=I l=l 

invariance of a , for x E s n - I 

N 

2> J 1 < x, Xj > 12k = d- 1 llxll~k = d- 1 

j=l 

N 

= d- 1 j IIYll~kda(y) = í:>j j 1 < Y, Xj > l2kda(y) = Cnk· 

sn- 1 J= l sn - 1 

Take x = Xm and sum over m = 1, ... , N. 
(2)=}(3). This was proved in the remark following t he proof of Lemma 

5 since (2) means t ha t ( = O. 
(3)=}( 1). Apply (3) top=< ·, x >2k far fixed x E IKn. D 

The lower bound in Proposition 7 is now an imm ediate consequence of 
(3): If N could be chosen < (n+;- 1} = dimPl:,~m, for any set of vectors 
(xJ)f=1 <;;; sn-l there would be p E Pl:,~m with p(xj) = O for ali j. Then 

p2 E Pt(:,':: and for any (µj) 

N 

I> JP(Xj)2=0 # j p(y)2da(y) 
j=l sn - 1 

in contradiction with (3). 
Clearly , one is interested in cubature formulas with a mínima! number N 

of nades or equ ivalently in imbeddings into Lt-spaces of smallest dimension 
N. Thus Jet 

N(n , k) := min { Nl:3 an isometric imbedd ing l~----+ Lt } , 

and we know that L(n , k) :S N(n , k) :S U(n , k) . Looking at (3) in Proposi
tion 8, dimension reasons might indicat e that the upper bound may be the 
right arder. However, Dvoretzk y's theorem as in [3] might give hope that 
the lower bound could be sharp. Designs (xj,µj) attaining this lower bound 
N ( n , k) = L( n, k) are called tight. Ther e exists a charaterization of tight 
designs by Bannai [l] and Hoggar [5] which we cite as. 

Proposition 9. Let n, k E l'h2 and assum e that N(n , k) = L(n, k) =: N. 
Then there exist points (xJ)f=~ <;;; sn-t such that (11) holds with µJ = 1/ N 
and far any 1 :S j ,fa l :S N the sea/ar products 1 < Xj , x¡ > 1 are zeros of a 
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fixed polynomial Cnk of degree k in one variable . For k = 2 this is equivalent 

to the existence of n(n + 1)/ 2 (JR) or n2 (IC) equiangu lar vectors in ocn which 

was discussed befare. 

The polynomials Cnk are given in terms of J acobi polynomials for 1K = lR 
as Cnk = Ptn - lJ/ 2.(n- l )/ 2) . Th ey are even/o dd dependi ng on whether k is 

even/odd. For instance , Cn2(t) = (n+2)t 2 -l so that one needs 1 < x1 ,x¡ > 1 

to be equa l to 1 < X j, x¡ > 1 = 1/ vn + 2 : th e vectors are equiangular 
and N = L(n , 2) = n(n + 1)/2 . Unfortunately, not t oo many exampl es 
where N( n, k) = L(n , k) holds, are known . In fact, the y do not exist for 
k > 5, n > 2. So we have to be satisfied with examp les where N(n, k) 
<loes not deviat e too much from the lower bound. In the complex case, t he 
almost cxtremal number of equiangular vectors const ructe d in the proof of 
Proposition 2 provide s an exam ple for k = 2, 1K = IC. Here N = n 2 + 1 whilc 
L (n, 2) = n2 : 

Proposition 10. Let n = p1 + 1 be a prime power plus one. Then there 

exists a compl ex isometric imbedding 11--> 1/+1 . 

There are also O (n2 )-examples in the real case, cf. [7]. 

Proof. Lct d1, ... , dn be as in Lemma 6 and consider aga in the NI = n 2 - n + 1 
vectors 

1/ 2 2rci . 1 
Xj := n - (exp( Nd mJ)) ;:,=l E sn- (IC) ~ en. 

As shown before, t hey are equiangular , 1 < x1 ,x1 > 1 = ~/n for ali 
1 :S j # l :S M. We would like to check condit ion (2) of Propos it ion 8 to get 
isometric imbeddings into l;¡; then Cn2(1C) = n(n2+l)" Tak ing µ1 = 1/ M and 

the above vectors gives a slightly larger value on the left side of (2) than 
en2 (1C). However , addin g th e st andard unit vectors e1 , .. . , en as th e vectors 

XM+1, ... , XN with N := n 2+ 1 and lettin g µ j := n:l -f;¡ if 1 :S j :S Mas well 

as µ j := n :l ~ if M < j :S N , one checks by direct calculat ion that (2) of 
Prop osition 8 is sat isfied for this slightly larger set of vector s. lnt erestingl y 
enough , the µ j 's atta in 2 different values , alt hough bot h are of very similar 

~- o 

For imbeddings into 1t wit h k ~ 3 th e minimal order of N(n, k) for 
n --, oo is unknown. A recent result of Kup erberg [12] impro ves the O 

(n2k)-bound to O (n2k- 1) ; it might possibly be strengthened to O (n2k- 2 ) 1 
which would also fit with Proposition 10. However , the constants involved in • 
the 0-tcrm are bigger than 1 in Kuperberg 's construc tion using BCH-codes. 
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Weighted norm inequalities for singular 

integral operators 

J.M. Martell • 

Abstract 

\Ve study weighted norm inequalities for singular int egral operators 
with different smoothn ess conditions assumed on t he kernels. The 
weakest one is the so-called classical Hürmand er cond it ion, which is 
an L1 regularity , and the strongest is given by a Holder or Lipschitz 
smoot hness. Between th em we have sorne kind of Lr -regularity , 1 < 
r :,:; oo. We will prcsent sorne rcsult s th at are known for singular 
integrals wit h these kernels. We will be focused on studyi ng Coifman 's 
inequality: 

r ITJ (x) IPw(x)dx:,:; e r Mf (x)Pw (x)d.T, 
}If;.n IJ>.n 

for any O < p < oo and w E A"' , where T is a singula r integral oper
ator with kernel satisfying a Holder regularit y condit ion and M is the 
Hardy -Litt lewood maximal function. Wc will see t hat such an inequal
ity is no longer tru e when th e hypo th eses on th e kernel are relaxed. 
Th is is th e c,ase for kerne ls sati sfying th e Horm an der condition . For 
the intennedia.te reg ula rity conditions sorne positi ve and negative re

sults of this kind are shown . In these cases the operato r on the right 
hand side is changed in such a way that it can mcasure the singularit y 
of T. Sorne of the result s wc will prcscnt a.re in a colla.boration paper 
with Carlos Pére z and Rodrigo Trujillo-Gonz á lez. 

1 Introduction. 

Sorne of the most signific ant and st udied op erato rs in Harmonic Analys is 
are the Hardy-Littlewood maximal function , the Hilbert transform and the 
Riesz transforms. The first one is defined as the suprem nm of the average s of 

·P artiall y support ed by MCYT Grant BFM2001-01 89 ,. 
2000 Ma them atics Subje ct Classifica tion. P rimary 42B20 , 42B25. 
Key words and phrases . Calde rón-Zygmund singular integral operators, Muckenhoupt 

weights , maximal functio ns. 
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thc function ovcr al l thc cubes Q e Rn (with sides parall el to th e coord inate 
axes in the seque!), that is, 

Mf(x) = t~~ l~I k lf(y)ldy . 

The Hilbert transform is defined in R and the Riesz transforms are the 
analogs in Rn, n 2: 2, and they are given in thc following way 

1 f(y) 
Hf(x) = p.v. --dy, 

líl x-y 

These integrals have to be dcfined in such a way they make sense. Note that 
the kernels 1/x in R or x 1 / lx ln+! in Rn, n 2: 2, are singular and they are 
not locally integrable at the origin and this is the reason why the integra ls 
are understood in a pri ncipal value sense. T hc Hardy-Littlewood maximal 
function is vcry rclatcd to Hilbert or Riesz tran sforms since it contro ls them 
as we will see late r . Studyi ng maxim al operators turns out to be easicr and 
this control might be crucial to understand the singular inte gra l operators. 

A gcneralization of the Hilbert or Riesz transforms is given by the fol
lowing convolution type operators 

Tf(x ) = p.v. ( K(x - y)f(y)d y 
}'JI." 

with kernel K having bounded Four ier transform K E L00 (Rn). Thus , T 
is a linear and boundcd operator on L2 (Rn) . Furt her gener alizat ions can 
be considered with two-variab le kernels that do not give a convolution type 
operator and sorne of them play an important role in Ana lysis. Neverthele ss, 
we are going to concentrate in the simplest case on which thc operators are 
of convolution type , the reader is referred, for instance, to [5] for the general 
case . 

Coming back to the singular integral operator s defined above, so far we 
only know that th ey are cont inuous in L 2 (Rn ). To get better propcrtics on 
T sorne conditions can be imposed about the size or t he smoothness of K. 
T he size condition of the kernel that genera lizes th e case of the Hilbcrt or 
Riesz transforms is IK(x)I <:'. A lxl-". Note that this decay has a problcm 
of integrability both at the origin and at infinit y. For the operators that we 
want to consider this cond ition will not be assumed , we will be focused on 
different smoothness conditions on K and the results t hat can be achieved 
by assuming th em. Th e regular ity cond itions will be sca led in th e Lebesgue 
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spaces and we will use the notation Hr, 1 ::; r ::; oo. T he weakcst one is the 
so-called Hiirmand er condit ion 

sup r IK(x - y) - K(x)I dx < oc, 
yE ll:n } lxl >e IYI 

(H1) 

which is understood as an L1-regularity. A singular integral operator with 
kernel satisfying (H1 ) is of weak type (1, 1) and boundcd on LP(JRn), 1 < 
p < oo. This a classical result obtained by Cald erón and Zygmund in th e 
50's, see [2]. The main tool for this proof is the Calde rón-Zygmund decom
position of the function into a good and a bad par t. This decomposition is 
performed by means of the Hardy-Littlewood maximal operator, fact that 
reflects the connection between this maximal funct ion and the singular in
tegral operators. 

If (H1) is the weakest regularity assumption , the strongest one will be 
of Holder or Lipschitz type, namely, 

IK( x - y) - K(x)I ::; C 
1
Jr~:n, whenever lxl > e IYI, (H~) 

for sorne e > 1 and O < a ::; l. The reason why we have used (H~) 
rather than (H 00 ) will be clear later -we keep thi s lat ter notation for an 
L00 condition that is weaker-. Note that this condition implies (H 1) and 
also that the kernels of the Hilbert or Riesz transforms satisfy ( H~) with 
e= 2 anda= l. Indeed , they verify an estímate that is better: lv' K(x)I ::; 
A ¡x ¡-(n+I). We will see after a while that (H:X) is key when weighted norm 
inequalities are stud ied. 

Between (H 1) and (H~) the following variant of th e Hiirmander condi
tion can be considered: Jet 1 ::; r ::; oo, we say that the kernel K verifies 
the Lr-Hiirmander conditio n, if there are e, C, > O such that for any y E IRn 
and R > clyl 

f: (2m R)? ( { IK( x - y) - K(x)l r dx) ~ ::; C,, (Hr) 
m=I }2 m R<lxl:,2m+l R 

in t hc case r < oo, and 

¿ (2"' R)" sup IK(x - y) - K (x) I ::ó G00 , 

m=l 2m R< lx l:S:2m+l R 

when r = oo. We will use the notation (H,.) for the previous conditions and 
H, for th e classes of kernels satisfying them, th e same is app lied to (H~) . 
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This definition is irnplicit in the work of D. Kurt z and R. Wh eeden [8], 
where it is shown that the classical Dini condition far K irnplies th at K E H, 
(see [8, p. 359]). Later on , thes e classes H, were considered in [12] and [13]. 
In fact, in this last paper the L'-Hi.irrnander cond it ion plays an essential 
role when studying rough singular integral operator s . Narnely, far such an 
operator T, one can write T = L T1 where the kernel of TJ satisfies the 
L'-Hi.irrnander condition with constant growing linearly in j. 

Our airn is twofold. Fir st ly, we will review the weighted nor rn est irnates 
that are known far the singular inte gral operators with th e kern els in th e 
previous classes. We will study how sharp they are. Secondly, we prcsent 
sorne lack of weighted norrn inequalities when the kernels are less regular. 
In particular, far K E H1 we are going to provide sorne counterexarnples on 
which the expected weight ed norm inequaliti es do not hold. To prove these 
negative results we will use sorne extrapolation result s ta ken from [4]. 

Th e sour ce of this pr esentati on is th e pap er [10] writ ten in collaboration 
wit h C. Pérez and R. Tru jillo-Gonzá lez to whorn the au t hor wants to cxpr ess 
his gratitu de . 

2 Weighted norm inequalities and Coifman's type 

estima tes 

In what follows a weight w is a non-negativ e locally int egra ble func
tion. As usual LJ'(w) will denot e th e LP space with th e und erlying rneasur e 
w(x)dx . 

Muckenhoupt in [11] found sorne classes ofwe ight s when he charact erized 
the boundedness of the Hardy-Littlewood rnaxirnal function in weight ed 
Lebesgue spaces. The clas ses Ap, 1 <::: p < oo, are defined as 

(¡~
1 
l w(x)dx) (

1
~

1 
l w(x) 1- p' dxy- 1 <:: C < oo, far p > 1, (Ap) 

l~ I l w (x)dx <:: Cw (x) , far a.e. x E Q. (A1) 

The class A1 can be equiva lently defined as Mw(x) <:: Cw(x) a.e. We also 

rnaps L 1 (w) into L1•00 (w) if and only if w E A 1 and t hat w is bounded on •. 
LJ'(w), 1 < p < oo, if and only if w E Ap· 

rernind that A00 = LJp2:t Ap. The result proved in (11] establishes that M i 
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On the other hand , Coifman 's inequali ty, see [3J, state s a precis e control 
of Calderón-Zygmund opera tors T with kernel K E H:X, in terms of M: 

r ITJ(x)IP w(x)dx :e:: e r Mf(x )Pw(x) dx, }Rn }Rn (C) 

for any O < p < oo and w E A 00 . Thus , we can get , for instance, that T 
is bounded on IJ'(w) for w E Ap, p > l. Similar est imate s hold repla cing 
th e LP(w) norms in both sides by th e weak norm s in LP,""(w) which , for 
p = 1, yields th at T : L 1(w) --> L 1,00 (w) for w E A1 . Coifman proved 
(C) by esta blishing a good-.X inequality relating T and M. There is an
other approach using the sharp maximal function (see [l ] for details of thi s 
technique). Recall that 

M# f( x ) = i~~ l~I l lf(x ) - ÍQI dx, 

where ÍQ stands for the average off over Q, and that 

Then, for T with K E H:X, we have the point wise estímate Mf(TJ)(x) '.'= 
CJ M f ( x), O < ó < l. Thi s fact plus Fefferman-Ste in inequality for M and 
Af# (proved as well by means of a good-.X inequality ) also yield Coifman 's 
inequality (C). There is st ill another approac h with no use at ali of the 
good-.X t echnique, this way combin es ideas from [9] and [4], we will give 
more details la ter. 

When K is less regular , say K E Hr for 1 < r :S oo, sorne substitutes 
of (C) arise. Now the operator is worse and it is exp ectab le to get a bigger 
maximal function on the right hand side. Let us set Mqf (x) = M(lflq)( x) 1fq 
and note that MJ( x) '.'= Mqf(x) for 1 :S q < oo. In [12], [13] we can find the 
pointwise estímate Af#(T f) (x) '.'= Cr Mr' J(x) whenever K E Hr, 1 < r < oo. 
The n, the following Coifman 's type inequality holds 

r ITJ(x) IPw(x )dx :e:; e r M, ,J(x)Pw (x)dx, }Rn }Rn (1) 

for any O < p < oo and w E A 00 • As a direct consequence, we have that 
T is bounded on V'(w), if w E Ap/r' for r 1 < p < oo, or if wl-p' E Ap'/ r' 

interpolation with change of measure and by t he reverse Holder propert y ~ 

(see [12] for more deta ils). 

for 1 < p < r, or ¡f wr' E Av for 1 < p < oo. The case p = r 1 follows by 1 
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When T is a singular int egral operator with kerne l in the class H 00 , 

then we get (C), or what is the same, (1) with M in place of Mr '· As a 
consequence, T is bounded on LP(w) for w E Ap, 1 < p < oo. In this 
case the proof of ( C) is also obtained by pro ving the pointwise estímate 
Af'f(Tf)(x) ::O: Có AJ J (x) , O < ó < l. For more examples of this kind the 
reader is referred to [l]. We remark that this gives an improvement of (C) 
since, as we noted , H::X:, <;;; H00 • An explicit exampl e can be easily adaptcd 
from th e proof of Th eorem 7 by t aking K = X B, (O) E H 00 but it is not in 
H';,,. 

Th csc positive results drive us to the following ques t ions: 

• Is it possible to get similar estimatcs for r = 1, in other words, what 
kind of weighted esti mates can be proved when t he kernel is in H¡ ? 

• For 1 < r < oo, can we repla ce Aí r' in (1) by the pointwise smaller 
operato r Mt with 1 ::O: t < r' ? 

• Is the operator T bounded on L P(w) for every 1 < p < oo and for 
cvery w E Ap or , even more, for w E A1? 

We are going to show that the answer to each of the above questions is 
negative. 

3 Extrapolation for Aoc weights 

One of th e main ingred ients to negati vely answer t he latt er questions will 
be sorne extrapolation result s taken from [4]. We will see that to disprove 
( C) or ( 1), or their weak type-weak type analog s, it sufficcs to show that 
they fail for j ust one exponent p0 • 

In what follows G and S are two operators defin ed on sorne class of 
smoo th function s S such th at G f c>: O, S f c>: O for f E S. When we writ e 
an est ímate like 

IICJIILP(w) :::: e IISf llLP(w), (2) 

we always und erstand tha t it holds for any f E S such tha t the left han d side 
is finitc and that C depend s only upon the Ax, constan t of w and p. We are 
not assuming any linearit y or sublinearity on thc operators, the only thing 

funct ions for any f E S. Indeed, one can formulat e the result in t erms of •. 
pair s of functions since th e operato rs play no role. This is th e approa ch 

we need is that the y are reasonably defined: G J and S f are measurabl e 1 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

125

uscd in [4] and its gcncrali ty is exte nsively used therc to dea l with severa ! 
impli cat ions, among them we rem ark th ose vector-valu ed th at ar ise almost 
automatically. 

Theorem 1 ([4]). Let G, S be as above. Conside r the fo llowing estimat es: 

(a) IIGflbo(w) :S C IISf llLPo(w), far some O< Po< oo and all w E A"'. 

(b) IIGfll ir(w) ::; e IISfll LP(w), fa r ali o < p < oc an d ali w E Aoo. 

(e) IIGfll u(w) :S CIISfll LP(w), far ali O < p < Po, far sorne Po, and ali 
wEA¡. 

(d) ]]Gf]bo-=(w ) :S C ]]Sf] ]LPo =(w), far some O < Po < oo and ali w E 

Aoo. 

(e) ]]G f]li •-=(w) :S C ]]Sf ]lu- = (w), f ar same O< p < oo and all w E A 00 • 

Th en, 

(a) = (b) = (e) ===> (e) and (d)=(e). 

The reader is referr ed to the original sour ce [4] for a complete account 
of this technique and also for a great <leal of examp les that can be used to 
exp loit the latter rcsult . 

4 Negativ e results 

Now we have the ingredients needed to answer the questions posed above. 

Theorem 2 ([10]). Let 1 ::; r < oo. There exists a singu lar in tegral apera
tar T with kernel in H, far which the follawing estima tes do not hald: 

(i) ( ]Tf (x)IPw(x)dx :S C ( Mtf( x)Pw(x)dx, fo rO < p < oo, w E 
}'jRn }JRn 
A 00 and 1 :S t < r '. 

(ii ) ]ITf]b.=(w ) :S C l]Mtf l]ir- =(w), far O < p < oo, w E Axo, 1 :S t < r' . 

jR" jR" 
an arbitrary weight ( that is , a nan-negati ve locally in tegrable fun ction) ~ 

(iii) ( ]Tf(x)]Pw (x) dx :S C ( Mtf(x) P Mw (x)dx, fa r O< p :S 1, w i 
and 1::; t < r'. 
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(i v) f ITJ( x)IPw(x)dx :S C f lf( x)IPw(x)dx , where, either l < p < 
ÍRn ÍRn 
r' , w E A1; or l < p < oo, w E Ap, 

Remark 3. Note that for kernels satisfying ju st the classical Hiirmander 
condition (H1), none of t he maximal operators A1t can be written in the 
right hand sidc of (i), (ii) or (iii). Observe t hat no weighted estímate as 
(iv) holds even for t he bcst class of weights A1 . In short, no weighted 
norm estí ma te is sat isfied in genera l for ope rators with kern els satisf ying 
the classical Hórmander condition (H1 ). Sorne other results in thi s direction 
are given in [6]. 

Remark 4. As we have just mentioned (H 1) is not sufficient for showing 
weighted norm inequalitie s for T. However , it has recently obtained that 
(H 1) yields the boundedne ss of the supremum of the t runcated integrals , 
see [7]. 

Remark 5. Th e est imat es in (i) say that both (1) and th e pointwi se esti
mate Af#(Tf)( x ) :S cr M, ,J (x) are sharp. Note also, t hat in (iv) t he rang e 
of exponents 1 < p < r' and w E A1 is optima !, since for r ' :e:; p < oo and 
w E A1 C Ap/r', T is bounded on LP(w) as mentioned before. 

Remark 6. The importance of (iii) is given by the following argument. A. 
Lerner has recentl y obtai ned the following estimate 

{ ITJ( x) l w (x)dx:SC { MJ(x ) !v!w( x) dx 
}Rn }Rn 

for a singular integral operator T with kerne l sati sfying (H~) and for any 
arbitrary weight w. His proof is not based on the good-.\ te chnique but 
uses the so called local sharp maximal function of F. Jo hn. Pushing Lerner 
techniques one can get the same estímate with expone nts O < p :S l. Taking 
in particular w E A1 which means Mw(x) :S Cw(x ) we get 

f ITJ (x)IPw(x)dx :S C f MJ( x)Pw(x)dx 
}Rn }Rn 

for any O < p :S 1 and for any w E A1. Applying T heore m 1 to the latt er 
estímate, which corresponds to (e), we eventua lly get Coifman 's inequality. 
We would like to emphasize that this combination of [9] and [4] has not used 
t he good-.\ technique and provides a new proof of (C ) . 

The p[ro] ofTohf Theorem b2 will b1c a c1onsfeq11uence of the extrapo 1latfion tech- ,. 
nique in 4 , eorem 1 a ove, p us t 1e o owing negat ive resu t or power 
weights. 
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Theor em 7 ([10]). Let 1 :5 r < oo, 1 :5 p < r', -n < a < -n p/r' and 
Wa(x ) = lxl" . There exists a singular int egral operator T with kernel in Hr 
fo r which the following est ím ate does not hold: 

(3) 

This negative result should be compared with the following positive re
sult: let r,p be as in th e theo rem and let - np/ r' < a :5 O, th en th e following 
est ímate holds 

IIT f IILP(w) :::: e 11/ llu(w), (4) 

where w(x) = lxl". This ar ises essentially from thc result s by Wats on [13] 
using interpolation with change of measures. 

Next, we are going to sketch the proof of Theor em 2 and the counter ex
ample for Theorem 7 will be given afterwards. 

Proof of Theorem 2. Th ees timate in (ií i ) with w E A 1 , t hati s, with M w(x) :s; 
Cw (x) a.e., imp lies (í) , since, in Th eorem 1, (a) and (e) are equivalent. On 
th e oth er hand, by Th eorem 1, (i ) yields (ii). So, if we show tha t (ii) leads 
to a contradiction then (i) and (iii) have to failed . Furtherm ore , by the 
extrapolation resul t Th eorem 1, it suflices to get sorne fixed exponent p0 

for which the weak type -w eak type (ii) <loes not hold. Fix 1 :s; t < r' and 
w E A 1 e Ax:, Th en we take any p0 such tha t t < p0 < r 1. Assum e tha t 
( ii ) holds, th en 

l 

IIT JII LPo,= (w) :s: e IIM,JIIL•o·=(w) :s: e IIM(IJI') 11' PO :s: e 11/ lluo(w), 
LT( w) 

where in the latter estíma te we have used tha t Po/ t > 1 and that w E A1, 

so that M is bounded on L 1'f ( w). Note that this est ima te says that T is 
bounded from LJ'O(w) to LPD •00 (w) for any w E A 1 where 1 < p0 < r '. In 
particular, this estímat e holds for the A1-weight w (x ) = lxlª with - n < 
a< - n po/ r' , contr adictin g Th eorem 7. 

It rema ins t o show that ( ív) <loes not hold. When 1 < p < r' and w E A1, 
Th eorem 7 is contrad icte d since thc weights w0 are in A 1 • In t he other case , 
1 < p < oo and w E Aµ, If the est ímate holds for sorne Po and any w E Ap0 

then , by the Rubio de Fran cia extrapolation theor em (see [5, p . 141]), thc 
est ímate will be valid for ali 1 < p < oo and w E Ap which will contradi ct 
aga in Theorem 7. D 

Proof of Theorem 7. We briefly present th e counterexample leaving the de
tails to the reade r , (see [101). Let (3 > O and conside r the kernel K (x) = 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

128

k(lxl) where 
l + B 

k(t) = e~ ( log f )-----;-"-X(o,l)(t ) . 

Note that K E L"( IRn). Take O# r¡ E IRn far enough from the origin , for 
instance 1711 = 4. We define t he kernel K(x ) = K(x - r¡) and the operat or T 
as 

TJ(x)=K•J(x)= { K( x - r¡- y ) J(y ) dy. 
}'/il.n 

Obs erve that K E L"(IRn) nL 1 (IRn) and hence the operator T is bounded on 
U(IRn) for every 1 :S q :S oo. Just by using that K E L" (IR") and that it is 
supported in the unit ball, we can show that K E H r (see [10]). Note th at 
when r = 1, since K E L1(1Rn), we automaticall y have K E H 1. Assume 
that T maps LP(w0 ) into LP•00 (wa) and take 

n 
O<E<-a--;¡:;p and 

- n + e 

J (x) = lx + r¡I_ "_ Xs,( - ry/x) E LP(IR") . 

If x E B1 (- r¡) then 3 < lx l < 5 and therefore 

~~~ ,\ w{ x E IRn: ITJ (x) I > >.} i :S C ( ln lf(x )IP lx lª dx) i 

:S C3~ (L lf (x)IP dxi < + oo. 

Th e contradi ct ion arises here because one cau show tha t the left hand side 
of this estím ate is infinit y. D 

Acknowledgements . The author would like to th ank Prof. C . Pér ez 
for the opportunity of giving the talk contained in th is pa per, for his hospi
tality and for man y interes t ing discussions. 
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Weighted norm inequalities and 

extrapolation 

José María Mart ell * 

Abstract 

\Ve presen te a very general extrapolation principie for weights in th c 
classes of l\!uckenhou pt which provides a meth od t o obtain weighted 
norm inequalitie s in Lebesgue and mor e general funct ion spaces, and 
also weight ed modu lar inequali t ies. Vecto r-valued est imat es are de
rived almost automat ically. \Ve will exp loit th is technique pay ing spe
cial atte nti on to operat ors t hat are contro lled in weight ed Lebesgue 
spaces by the Har dy-Lit t lewood max imal funct ion or , more in genera l, 
by its iter ation s. T his is the case for regular Calderón -Zygmund oper
aton; and their commutat ors with bounded 1nean oscillation function s . 

\Ve will show th at th ese operators bchave as t hc corr esponding maxi
mal operator th at contro ls thcm. Sorne of the result s we will presen t 
are in collab ora t ion papers with David Cru z-Uribe and Carlos P érez, 
also with Guill ermo Curbera , Jo sé Ga rcía-Cuerva and Carlos P érez. 

1 lntroduction. 

We start by introdu cing sorne of the needed ba ckground . Consid er t he 
Hardy-Littlewood maxim al function in !Rn defined as 

NI f (x ) = ~~~ l~I h lf(vl l dy , 

where t he cub es Q e !Rn are always considered wit h their sides parallel to 
t he coordinate axes. This operator is bounded on LP for every 1 < p s; oo 
and it maps L 1 into L 1•00 • One can change the underlying meas ure in 
th e Lcbesgue spac es by introducing a weight w, wh ich is a non-neg ati ve 

·Th e author was par ti ally supporte d by MCY T Grant BFM20 01-0189. 
2000 Mathemat ics Su bject Classifi cation. 42B20, 42B25, 46E30, 42B35 
K ey words and phrases. Extra polation of weighted norm inequalities, rearrangement 

invariant function spaces, modular inequalities, maximal functions, singular integrals, 

commutat ors. 
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measurabl e locally int egrab le funct ion . Th e est imat es of M on weighted 
Lebesgue spaces U'(w) = LP(w(x) dx) are governed by th e Muckenhoupt 
conditions, which are defined as follows: we say that w E Ap, l :".: p < oo, if 
there exists a constant C such that for every cube Q e IRn we havc 

( 1 r ) ( 1 r 1- p' ) p - l IQI JQ w(x) dx IQI JQ w(x) dx '.'.: C, 

when 1 < p < oo, and, for p = l, 

[~[ l w(x)dx '.'.: Cw(:r), for a .e. x E Q. 

This latter condition can be rewritten in terms of t he Hardy-Littlewood 
maximal function: w E A 1 if and only if Mw( x) :".: C w(x) for a.e. x E IR" . 
Th e class A 00 is defined as A00 = LJP2 1 Ap. 

Muckenhoupt in [13] proved that thc weighted norm inequalities of the 
Hardy-Littlewood maxim al function are characte rized by the classes Ap, 
namcly, Al maps L 1 (w) into L1•00 (w) if and only if w E A 1 and li1 is 
bounded on U'(w) , 1 < p < oc , if and only if w E Ap . 

Let T be an operator which is defined on sorne class of nice functions TJy. 
Let us point out that nothing else is assumed on T , in part icular, T <loes not 
have to be linear or quasilincar. Wc assume that thc rc exists O < p0 < oo 
such that M controls To n LP0 (w) for all w E A,c, that is, for ali w E A00 

r [Tf(x)IPOw(x) di: '.'.: e r Mf( x)Pº w(x)d x, 
}TR.n ./'¡Rn f E V y , (1) 

whenever the left-hand side is finite. Th e aim of th is paper is to show 
that from this assumption one can prove that T satisfies weighted norm 
inequalities on Lebesgue spaces and function spaces, and weighted modul ar 
incquali ties as M <loes. Besides , all thes e est imat es admit vector-vaJued 
ext ensions . In other words we are able to show that most of the weighted 
est imates that Af satisfies can be proved for T. We also scc that similar 
results are obt aincd when the operator T is contro lled by a given iteratio n of 
the Hardy -Littlewood maximal function. We will app ly t he results obta inecl 
to Caldcrón-Zygmuncl operators with standard kernel which are controllecl 
by 1'vl (see Coifman' s estímate (11)). We will also consider the commutators 

appropriat e opcrators to be written in the righ t-hancl side are the it erat ions •. 
of th e Hardy -Littlew ood maximal functions. 

of these operators with bounded mean oscillation funct ions. In this case, the 1 
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To work with thi s kind of estim ates we collect th e extra pol ati on result s 
obtain ed in [4] and [5]. Before that, we introdu ce sorne notation: as men
t ioned , th ere is no assumpti on on the operator T and in (1) one can replace 
NI by any other given operator. In fact, the operat ors do not need to appear 
explicitly and one can work with pairs of function s. In what follows, F is 
a family of ordered pair s of non-negative measurabl e func tions (!, g). If we 
say that for sorne Po, O < Po < oc, and w E A'°' 

{ j(x)P 0 w(x)dx :c:; C { g(x)l'ºw(x) dx, 
}'fF._n ÍN.n 

(J, g) E F, (2) 

we always mean that (2) holds for any (J,g ) E F such that th e left hand 
side is finite, and that the constant C depend s onl y up on p and the Ax 
constant of w. \Ve will make similar abbreviate<l statcmen ts involving other 
function norms or quasi-norms, or even modul ar type est imates: the y will 
be always int erpr eted in th e same way. Not e t hat using t his notation , (1) is 
(2) wit h F cons isting of thc pa irs (IT JI, M f) for f E Dr . 

In [4] it is shown that sta rtin g from (2) one can ext rapo late and t he 
same estímate holds for t he full range of exponents O < p < oo and for 
ali w E A,o, In that paper it is also proved that the spaces LP(w) can be 
rep laced by the Lorentz spacc s J;M(w) for ali O < p < oc and O< q ::; oo. 
This was generalized in [5] obtaining that (2) impli es cst imates on very gen
eral rearrangement invarian t quasi-Banach functi on spaces (RIQBFS in the 
seque !) and also very general weight ed modul ar inequal it ies. Furth ermore , 
the fact that one can work with genera l families F allows one to prove, 
in an almost automatic way, th at ali th ese est imat cs extcnd to scqucncc
valued functions . The next result collects aJl these extrapo lat ion result s. 
The needed background is collected in Section 2. 

Theorem 1 ([4], [5]). Let F be a family aj ardered pairs aj nan-negative , 
m easurable functians (J , g). A ssume that there exists O < Po < oo such that 

r J(x)Pº w(x) dx::; e r g(x)Pº w(x) dx, 
}Rn }Rn 

(J,g) E F, (3) 

fa r all w E Ax and whenever the lejt-hand side is finite. Then, far all 
(J, g) E F and all { (lí, g1) }j C F we have the follo wing estimates: 

(a) Lebesgue spaces , (4]: Far all O< p, q < oc and w E A,0 , 

IIJIILP(w) ::; C ll9IILP(w), 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

134

(b) Rearrangement invariant quasi-Banach function spaces, [5]: 

Let X be a RIQBFS suc h that X is p-convex for some O < p ::; 1 -
equivalently x.r is Ba nach for some r 2: 1- and with upper Boyd ind ex 

qx < oo. Then for ali O < q < oo and w E A00 we have 

llfllx(w) ::; e llgllx(w), 

(e) Modular inequalities, [5]: Let <J> E <I> with <J> E .6.2 and suppose that 
there exist some exponents O < r , s < oo such th at <J>(tr)" is quasi
convex. Then f or ali O < q < oo and all w E A 00 , 

l" <J>(f (x)) w( x) dx '.o e r <J>(g (x )) w (x)dx, j R,, 

Furth ermore , f or X as befare one can also get that <J>(f) is contro lled 
by <J>(g) on 'X.(w) . In par ticular, taking X = L1•00 we have the following 
weak-type modular ine qualities 

supq,(,X)w{ x • f(x) > .\} ::o 
.l. 

s~p <J>(.\)w {x• o=/j(x)q/ >.\} ::; 
J 

for all w E A 00 . 

e sup<J>(.\)w{ x. g(x) > .\}, 
.l. 

C l " <1>( ( ¿ g1 (x)q ) i ) w(x)dx, 
J 

We will use this result starting with (1) which will allow us to obtain 
inequalities for T using tho se that are known for lvl. The advantage of thi s 
method is that once (1) is known, no propert y of T is used and everythin g 
reduces to prove estimat es for M. 

The plan of the paper is as follows. The next sect ion is devoted to 
introduce the needed background. In Section 3 we study those opera tors 
that sat isfy ( 1) • we will present a collection of weighted estim a tes for th e 
Hard y-Littlewo od maximal function to show that T behaves in the same 
way. Finally, in Section 4 we consider operators with a higher degree of 
singularity in the sense tha t the operator app earing in t he right hand side 

estab lish weighted estimate s for T as a conseq uence of the extrapolation •. 
results. We will pay special attent ion to those cst imat es ncar L1 . 

of (1) is an iteration of the Hardy-Littlcwood maxima l function. Wc will 1 
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2 Preliminaries 

In this section we pre sent th e needed ba ckground . 

2.1 Basics on Function Spaces 

We collect scveral basic facts about rearrangemen t invar iant quasi-Bana ch 
function spaces (RJQBFS). We start with the Bana ch case . For a complet e 
account the reader is referr ed to [l]. Let (í! , I: , µ) be a a -finit e non-ato mic 
measur e space . We write M for the set of measurabl e functions and M+ 
for the non-n egative ones. Given a Banach function norm p we th e Bana ch 
function space 'K = 'K(p) as 

'K = {JE M: llfllx = P(IJI) < oo }. 

The associate space of 'K is the spac e X' defined by the Banach function 
norm p': 

p' (J) = sup { l J g dµ : g E M + , p(g ) :5 1} 

Note that, by definition , it follows that for ali f E X, g E X' the following 
generalized Holder's inequality holds: 

fn 11 gj dµ :S: llfllx ll9llx, 

The distribution funct ion ¡1 ¡ o[ a measur able functio n J is 

µ¡ (>.) = µ{x E í!: lf(x)I > >.}, >. 2'. o. 

A Banach function space 'K is rearrangement invarian t if p(J) = p(g) for 
every pair of functions f, g which are equimeasur ab le, t hat is, µ¡ = µ9 . In 
t his case , we say that the Banach function space 'K = 'K(p) is rearrangement 
invariant. It follows that X' is also rearrang ement invaria nt. Th e decreasing 
rearr angement of f is th e function f* defined on [O, oo) by 

f*(t) = inf { >. 2'. O: µ¡(>.) :5 t}, t 2'. O. 

The main property off* is that it is equimeasurable wit h J, that is, 

µ{x E O: lf(x)I > >.} = l{t E IR+ : f* (t) > >.}I-

Thi s allows one to obtain a repres entation of 'K on the meas ure space (JR+, dt). 
That is, th ere exists a RIBFS X over (IR+,dt) such that f E X if and only if 
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f' E X, and in this case llf llx = llf'llx (Luxcmbur g's represent ation th eo
rern, see [1, p. 62]). Furthermore, th e associa te space X' of X is represent ed 

in th e same way by the associate spac e X:' of X, and so llfllx, = 11!'11:x'· 
Frorn now on Jet X be rearrangernent invariant Banach function spaces 

(RIBFS) in (JRn,dx) and Jet X be its corresp ondin g RIBFS in (JR+,t ). 
Next, we define the Boyd indices of X, which are closeJy reJat ed to sorne 

interpoJation prop ert ies, see [1, Ch. 3] for more det aiJs. Fir st wc introdu ce 
t he dilat ion operato r 

Dtf (s) = f (s/t), o < t < oo, f E X, 

and its norrn hx (t ) = IID11113(X ) where B(X) denote s the space of bound ed 

linear opcrators on X. Th en, thc Jower and up per Boyd indices are defined 
respectively by 

hm~= sup ~ . 
PX = t - oo log hx(t) l < t <oo log hx (t ) 

log t log t 
Qx = lim --- = inf --- . 

1- 0+ log hx (t) O<t<l log hx (t ) 

We have that 1 <::: Px <::: q:;; <::: oo. The reJat ionship betwee n the Boyd indices 
of X and X.' is the following: PX' = (qx)' and q¡¡, = (px)' , where , as usual, p 

and p' are conju gat c exponent s. 
Take w an A00 -weight on JRn. Wc use th e st andard notat ion w(E) = 

ÍE w(x) dx. T he distr ibu tion funct ion and th e decreasing rearra ngernent 
with respe ct t o w are given by 

w1 (.\) = w{ x E lRn : lf(x)I > .\ }; J;)t ) = inf {>. 2'. O: w¡(.\) <::: t}. 

We define the weighted version of the space X.: 

X(w) = {f E M: IIJ.:.llx < oo}, 

and the norm associated to it llfl lx(w) = IIJ;;,llx· By constructi on X(w) is 
a Banach function space built over M(JRn, w(x) dx). By doing t he same 
proce dur e wit h th e associate space s we can see t hat t he associate space 
X(w)' coincides with the weighted space X.'(w) . 

Given a Bana ch funct ion space X., for each O < r < oo, as in [7], we 
define 

1 

x_r = {f E M: lfl" E X} = {JE M : llf llx• = lllflr llÜ · 
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Note that this notation is nat ural far th e Lebesgue spaces since Lr coincides 
with (L1)". If X is a RIBFS and r 2: 1 th en , x;:r still is a RIBFS but , in 
general, far O < r < 1, the space xr is not necessa rily Banach. Not e that 
in the same way we can also define powers of weighted spaces and we have 
(X(w)Y = xr(w). 

In this paper we work with spaces X so that 'K = y s far sorne RIBFS Y 
and sorne O < s < oo. The space X is in particular a rearrangement quasi
Banach spac e (RIQBFS in the seque!), see [6] or [12] far more details. Let 
us observ e that another equival ent approach consist s in introducing first th e 
quasi-Banach case and then one restricts the attention to those RIQBFS far 
which a large power is a Banach space. This latter property turns out to be 
equivalent to the fact that the RIQBFS 'K is p-convex far sorne O < p ::; 1, 
that is, there exists C such that far ali N 2: 1 and f¡ , · · · , f N E 'K, ali 

1 

In th is case, after renorming if necessary, one has that 'K¡; is a RIBFS. 
Regarding the statement of Theorem 1 we have to make severa! remarks . 

Remark 2. Note that in (b) of Thcorcm 1 wc have rcst ricted ourselves to the 
case of 'K p-convex with q-,¡ < oo. As we have just men tio ned, this means that 
x;r is a Banacl1 space (with r = 1/p). Thus , by Lorentz-Shimogaki's theorem 
(scc [11], [16] and [l , p. 54]) qx < oo is cquivalent t o the boundedn ess of 
th e Hardy-Littlewood maximal fun ction on (Xr)'. 

Remark 3. T heorcm 1 part (b) can be equivalentl y farmulat ed in terms 
of RIBFS rather than quasi-Banach spaces. The conclusion would be as 
fallows: 

Then, far all RIBFS 'K such that q-,¡ < oo - ar equivalently, that 
the Hardy- Littlewaad m aximal func tion is bounded on X'- , all 
p such that O < p < oo, and all w E A 00 , we have 

llf llxP(w) :::: e IIYllxP(w), (f , g) E F , 

and the carresponding vectar-valued inequalities also hold. 

The equivalence is based on the fact that if Y = xr thcn qy = r · q-,¡. 

Remark 4. The farmulati on given in (b) of Theorcm 1 and the equivalent 
one presented in the pre vious remark reflect that t here ar e two different 
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points of view: suppose that one wants to get estimate s in L t. Th e first 
formul ation consists in looking at th e RIQBFS X = d which has the prop
erty that X2 = L1 is a Banach space. This convexity allows us to apply 
Th eorem 1 to X. Alternat ively one can start from X = L1 which is a RIBF S 
and by the seconq form~la t ion get estimates in XP for ali O < p < oo, and 
in particular in X2 = L'i . 

Sorne example s of RIQBFS are Lebesgue spaces , class ical Lorentz spaces , 
Lorentz A-spaces , Orlicz spaces, Marcinkiewicz spaces , etc , see [5] for more 
details. In sorne of the se examples, the Boyd indices can be comp ut ed 
very easily, for instance if X is LP, Lp,q, LP(logL)" or Lp,q(logL) " (where 
O < p < oo, O < q :e; oo, a E JR) then Px. = qx. = p . In t his cases, it is easy 
to compute the powers of X and one obtains 

(Lp,q(logL) ")' = Lpr,qr(logL)" , 

note th e same applies to LP = LP,P an d LP(logL)" = LP,P(logL)". 

2.2 Basics on modular inequalities 

We introduce sorne nota tion, the terminol ogy used is taken from [9] 
and (15]. Let 1> be the set of functions efJ : (ü,oo) --, [O, oo) which are 
nonnegative, increasing and such that ef;(ü+) = O and efJ(oo) = oo. If efJ E 1> 
is convex we say that efJ is a Young function. An N -function (from nice 
Young function) </J is a Young function such that 

lim <f;(t ) = O 
t-o+ t 

and Jim ,f>(t) = OO. 
t- oo t 

The func!_ion efJ E 1> is said to be quasi-conv ex if th ere exists a convex 
function efJ and a 2'. 1 such that 

ef,(t) :e; q;,(t) :e; a ef,(a t), (4) 

We say th at q;, E 1> sat isfies th e tl.2 cond iti on , we will write q;, E tl.2, if efJ is 
doubling, that is, if 

1(2 t) :e; e r/>(t), te". o. 

Given q;, E 1> we define the complementary functi on e/, by 

c/,(s) = sup {st - </J(t)}, 
t> O 
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By definition wc have Young's inequality 

st ~ q,(s) + ;¡;(t), s,t 2 O. (5) 

When q, is an N-function, then ;¡; is an N-fun ction too , and we have the 
following 

t 2 O. (6) 

The lower and upp er dilati on indices of ef; E 1> are defined respectivel y by 

i<t, = lim log h<t,(t) = sup log h<t,(t). Í<t> = lim log h<t,(t) = inf log h4>(t), 
t-o+ log t O<t<I log t · t-oo log t l < t <oc log t 

where 
q,(s t) 

h<t,(t) = sup -. -( -) , 
. s>O <P S 

t > O, 

see [10] and [9]. Observe that O ~ i<t, ~ l ,¡, ~ oo. It is easy to see that if q, 
is quasi-conv ex, then i,¡, 2: l. If q, is an N-fun ction, th en we have that the 
indices for q, and ;¡; satisfy the following: i ;¡; = (i <t,)' and l ;¡; = (i,¡,)'. 

These indices give, among other things, informatio n about the growth 
of q, in terms of power functions. Indeed, if O < i,¡, ~ I 1 < oo, given E: small 
enough, we have for al! t 2 O 

q,(A t) ~ CE Afq,+E q,(t), 

rp(A f) ~ CE )..ÍrE rp(f), 

for >. 2 1, 

for >. ~ l. 

It is clear then, that q, E ll 2 if and only if I ,¡, < oo. 

Remark 5. We would like to stress the analog y betwee n the hypotheses of 
Theorem 1 parts ( b) and (e) . The facts that x;r is Banach for sorne r 2 1 
and q,(t")8 is quasi-con vex for sorne O< r, s < oo play the same role. Indeed 
in the proofs these properti es are used to ensure the existence of a dual 
space and a complementary function which allow one to perform a dualit y 
argument in both cases . On the other hand , in (b) one assumes th at Qx < oo 
and in (e) it is supp osed that q, E ll2 which, as ment ioned, means I1 < oo. 
So, in both cases, we are assuming th e finit eness of th e upp er indi ces. In 
the proofs, these conditions are used to assure that t he Hardy-Littlewood 
maximal function is bounded on the dual of x;r and also it satisfies a modular 
inequality with respect to the complementary function of q,(t") 8 • 

Remark 6. As in Remark 3, one can reformul ate part (e) in Th eorem 1 in 
th e following way: one can star t with an N-function q, such that Í <J> < oo, or 
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equivalently, M satisfies a modular inequa lity with respect to 1;, and then 
get weighted modular inequalities with respect to the functions </>( tr)' for 
allO<r,s<oo. 

Sorne examples to whom these results can be applied are </>(t) = tP, 
</>(t) = tP (l+log+t)" , </>(t) = tP(l+log+t)"(l + log+ Jog+t)i3 with O< p < 
oo and o, /3 E IR. In ali these cases one can see that i,p = I,p = p and also 
that </>( tr) is quasi-conv ex for r large enough. 

3 Operators controlled by the Hardy-Littlewood 

maximal function 

We are going to apply Theorem 1 to (1) in arder to get ali those inequal
ities for the pairs (IT JI, M !). Then next goal consists in proving weighted 
norm inequalities for Tas a consequence of the ones known for M. 

We already know that M maps V'(w) into LP(w) for ali w E .4p, 1 < p < 
oo, and L1,00 (w) into L 1(w) for ali w E .41. Regard ing the vector-valued 
inequalities it is also known that M satisfies the corresponding fQ-valued 
weighted estimates for 1 < q < oo. In arder to show that M satisfies vector
valued estimates on RIQBFS or of modular type we will use the following 
inequality, see [5]: if 1 < q < oo, we have for ali O< p < oc, and ali w E .400 

1 l 

11 ( ¿(M h)q) ;¡ IILP(w) ::; e IIM( ( L l!Jlq) · ) IILP(w)· (7) 
J J 

This allows us to use Th eorem 1 with the pairs given by this estímate and 
therefore the vector -valued inequalities for NI follows from its scalar esti 
mates. Next, we collect the weighted vector-valued inequalities obtained for 
AJ by this method: 

Theorem 7. Let X be a RIQBFS which is p-convex far some p > O and let 
</> E cjí be a quasi-convex fu nction. 

(i) If 1 < PX :S oo, for ali w E Apx we have 

IIMfllxcw)::; e llfllx(w)· (8) 

(ii) lf 1 < Px :::; qx. < oo we have that far all l < q < oc and far all w E Ap, , 
M satisfies the follo wing weighted vector-valued inequality 

11 ( ¿(M Jj)q) i llx(w) ::; C 11 ( L l!Jlq) % llx(w)· 
J J 

(9) 
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(iii) For ali w E A;~, 

l"</>(MJ(x))w(x)dx S C kn<P(Clf(x )l)w (x ) dx , ifl<i<t,Soo , 

s~pq,(>.)w{x:Mf(x)>>.} S C kn<P(C IJ(x) l)w (x) dx, ifi1,=l. 

(iv) Jf q, E .6.2 (or, what is the sam e, Irt, < oo), for all l < q < oo, M satisfi es 
the followin g vector-valued weighted modular inequalities : fa r ali w E Ai0 , 

if 1 < i1, < oo, and if i<t, = l we have the weak-type modular ineqnality 

s~p<j>(>.)w{ x • (:¿ Mfi(x )q) i > >.} S C k n <P( (L IJj(xW) i) w(x) dx . 
J J 

Remark 8. This result can be seen asan extensio n of th e classical Theorem 
of Lorentz-Shimogaki (see [11], [16] and [l , p. 54]) which states that the 
Hardy-Littlewood maximal function is bounded on a RIBFS X if and only if 
pi,; > l. Note that Th eorem 7 contains weighted , vector-va lued and modular 
extensions of this result. 

Remark 9. As in Remark 5 one can see the analogy between th e hypot heses 
of parts (i), (ii) and respectively (iii) and (iv). Note, for instanc e, that 
we have obtained weighted vector-valued inequ alit ies for M on X provided 
1 < pi,; S qx < oo and w E A;,x. Analogousl y, M satisfies strong weighted 
modular inequalities with respecto to q, whenever 1 < irt, S Ir1, < oo. Note 
that this same comment applies to Corollaries 10 and 13 below. 

Th e proof of Theorem 7 can be found in [5]. Th e first part is obtained 
dir ectly, while (ii) follows by (i) and by extrapo lat ion applying (b) in Th eo-
rem 1 to (7) . Part ( iii) can be proved directly using the convexity properties 
of q,. This inequalit y was first consider in [8] und er slightly hypotheses , see 

The following result shows that if T satisfi es (1), th en T behaves as th e •. 

also [9]. Part (iv) can be shown as before from (iii) and by applying (e) in 
T heorem 1 to (7). Similar results are proved by different methods in [9]. 1 
Hardy-Littl ewood maxim al funct ion in terms of the weight ed estimatc s. 
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Corollary 10. Let T be an operator defin ed in some class of ni ce functions 
VT. Assume that there is O < Po < oo such that 

r ITJ(x) IPºw(x)dx:s;C r Mf(x )P"w(x)dx, I/li.n I11.n f E VT (10) 

for all w E A'° and whenev er the left-hand side is finite . Then the pairs 
(JTfJ,Mf), far f E VT , satisf,¡ all the estimates conta ined in Th eorem J. 

Hence, far all 1 < p, q < oo and all w E Ap 

J 1 

JJT f llLP(w) :::: e llfllLP(w), 11 ( L JT fJ lq), t(w) :::: e 11 ( L lfJ lq), 11 LP(w). 
J J 

If w E A 1 and l < q < oo we have 

IJTfllv.=(w):::: e llfllv(w), 11 ( L ITfJlq) i llv.=(w) :::: e 11 (¿ l!Jlq) i llv(w)· 
J J 

Furthermore, let X be a RIQBFS such that X is p-co nvex far some O < p < 1 
and such that l < p¡¡ :S: q¡¡ < oo. Then, T satisfies (8) and (9). On the 
other hand, let cp E \I> be a quasi -convex function such that cp E ll.2, (or, what 
is the same, I,¡, < oo). Then , T satisfi es the weighted mo dular inequali ties 
contained in (iii) and (iv) of Theorem 7. 

Remark 11. This result extend s the classical Theor em of Boyd (see [2] and 
[l , p. 154]) on which it is obtained that the Hilbert transform is bounded 
on a RIBFS X if and on ly if 1 < p;¡ :S q;¡ < oo. As we see below, Coifman's 
inequa lity (11) implies that the Hilbert transform satisfies (10) and so ali 
the weighted est imates in Corollary 10 hold. Further more, any Calderón
Zygmund operator can be controlled by the Hardy-Lit t lewood maximal func
tion (see (11) below ) and there fore we obtain this family of weighted esti
mates for this class of operators. Thus, we are extend ing Boyd 's result in thc 
way that the class of operato rs is wider, we get weighted estimates, modular 
inequa lities and also ali of the m admit vector -valu ed versions. 

R emark 12. In add it ion to the previous remark , notice that Corollary 10 
can be app lied to operators which are not necessarily linear or quasilinear , 
t his mean s that the general interpo lation result s can not be used. Th us, it is 
not clear how to get est imates on RIQBFS following t he classica l ways (see 
[l]). The idea behind this latte r comment is that estima tes for Tare proved 
through lvf, for which classical interpolation result s can be employed. On the 

between estim ates like (10) - even if the operator T is linear - since M •. 
appears in the right-hand side. 

ot her hand, it should be pointed out that it is not clear how to interp olat e 1 
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Corollary 10 follows dir ectly from Theorem 1 applied to (10) and then 
by using the weighted estimates for the Hardy-Littlewoo d maximal function 
contained in Theorem 7. For the estimates in L1•00 one can apply (b) in 
Theorem 1 with X = L 1•oc and then cmploy thc well known weak type 
vector-valued inequalities for M. Another possible way consists in taking 
</)(>,) = .\ for which i</> = 1 and then one can use (iii) and (iv) in Theorem 
7 with T in place of M. 

The main example of operators satisfying (10) is given by Calderón
Zygmund operators T which are bounded linear operator s on L2 such that 

Tf(x) = { K (x ,y)f(y)dy, 
jR" 

for a.e. x !/. supp f 

where the kernel K satisfies the standard estimates 

and 

A 
IK(x,y)I:::; -

1 
--

1
n 

x-y 

1 1 ly-y 'IT 
IK(x,y)-K(x,y ) l+ IK(y ,x) -K(y ,x)I ::0: A I I + , lx-yl > 2 ly-y ' I, 

X -y n T 

for sorne A, T > O. These operators satisfy Coifman 's inequality, see [3]: 

r ITJ( x)JPw(x)dx:::: e r Mf(x )Pw(x)dx 
}Rn }Rn 

(11) 

for ali O < p < oo and all w E A'° and ali f E Ca° such that the left 
hand-side is finite. This means that we can apply Corollary 10 obtaining all 
the weighted estimates contained there. 

4 Operators controlled by iterations of the Hardy

Littlewood maximal function 

In this section we consider operators that are controlled by it erations of 
the Hardy-Littlewood max imal function. Suppose that we have as before 
sorne operator T defined in T>r such that there exists O < Po < oo and for 
all w E A 00 , 

r ITJ(x)IPº w(x)dx:::; e r 1v1m+I f( x)P0 w(x ) dx, 
}Rn }Rn 

f E T>r, (12) 
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whenever the left-hand side is finit e and where J¡,fm+I is the Hardy-Littl ewood 
maximal operator iterated m+ 1-times with m 2'. 1 (note t hat the case m = O 
was considered in the previo us section). As done befare , this implies that T 
is controlled by Afm+I in al! the senses of Thcorem l. Note that in terms 
of weighted estimates , Ñ[m+I and Nl behave in the same way provided the 
space is not "close" to L1, that is, p,1m+I satisfies al! the estimates in The

orem 7 but the weak-type modular estimates in (iii) and (iv). This implies 
sorne of the inequalities in Corollary 10 but one has to be careful at the 
end-point p = l. Let us first state th e result that one can get as a direct 
consequence of the extrapolation technique and we will study lat er the issues 
with the end-point estimates. 

Corollary 13. Let T be an operator defined in some class of nice functions 
'Dr. Assume that there are an integer m 2'. 1 and O < p0 < oo such that for 
ali w E ACX) 

r 1Tf( x)IP0 w (x)dxs;C r Mm+ 1 ¡( x)P0 w(x)dx, 
}~n }Rn 

f E Dr (13) 

whenever the lejt -hand side is finite. Then the pairs (ITJl,Mm+IJ), for 
f E 'Dr, satisfy ali the estimates contained in Theorem 1. Hence, for ali 
1 < p, q < oo and ali w E Av 

ll(¿ITfJlq/t (w) s; c ll(I:i!Jlq)illL• (w)· 
J J 

IIT !IIL•(w) s; e llfl!LP(w), 

Furth ermore, let X be a RIQBFS such that X is p-convex for some O < p < l 
and such that l < p:x; s; q:x; < oo. Then, T satisfies (8) and (9). On the 
other hand, let ef, E it> be a quasi-convexfunction such tha t ef, E .6.2, (ar, what 
is the same, l,p < oo). The n, if 1 < i,¡, < oo, T satisfies the first estima/e in 
(iii) and the first estímate in (iv) of Theorem 7. 

To prove this result we first observe that Mm+I satisfy al! these estimates 
since Nl <loes. Then, using Theorem 1 as in the previous section the proof 
is completed. 

We now study the behavior of Mm+l near L1 to eventually show that 
T satisfi es th e sam e estimates. In terms of RIQBFS the natural end-point 
estímate for the Hardy -Littlewood maximal inequalit y is the boundedness 
of A1 from L 1 to L 1•00 which turns out to be also a weak-type modular 
inequality. To find the natural spaces and modular inequalities for Afm+1, 
we first consider the function 

t 
'Pm(t) = (1 + log+ t)m ' t > o, 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

145

which is increasing, quasi- concave (that is, 'Pm(t)/ t is decreasing) and satis 
fies th at 'Pm(ü+) = O. We can define the Marcinkiewicz type space MI'Pm by 
the quasi-norm 

IIJIIMI = sup 'Pm(t) f*(t ). 
'Pm t 

Thus X = MI\?m is a RIQBFS such that x;r is a Bana ch space for any r > 1 
and Px = qx = 1, see 15]. We note that this allows us to use Theor em 1 with 
X. This space plays the role of L1•00 as we see below. 

To deal with the modular inequalities we int roduc e t he funct ion 

t > O. 

Note that ,jJ is an increasing convex function with ,j.i(ü+) = O and ,ji E ti.2. 

For Jv[k+l we ha ve the following end-point est imates: 

Proposition 14 . Let m 2'. l. Then, 

Mm+l: L( logLym - MI'Pm 

and 

l{x E !Rn : Mm+lf(x) > >.}I <:: e ln ,jJm CJ~ )I) dx. 

Furthermore, for any w E A 1 we have the weighted estim ates 

and 

w{x E ]Rn: Mm+l J(x) > >.} <:: C l" ,jJm CJ~)I) w(x) dx. 

These estimates are the analogs in terms of RIQBFS and modular in

equaliti es of th e weak type (1, 1) of M. As befare, we can show that the 
operator T sat isfies the same estim ates . 

Corollary 15. Let T be an operator as in Corollary 13 satisfying (13) . 
Then, for all w E A1 

and 

w{x E !Rn : IT J(x)I > >.} <:: C kn ,jJm (' f~x)I) w(x) dx. 
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To prove the first estimate we only need to appl y Thcor em 1, part (b), 
with the pairs ( IT f 1, Mm + 1 f) for f E 'Dr and X = MI<Pm, and th en Propo si
tion 14. Note that as ment ioned X is a RIQBFS with the property that xr 
is Banach for every r > 1 and also Px = qx = l. Observe that the class of 
weights A¡ is natural since Px = l. 

The modular inequalit y is not so automatic. Define the function ,Pm(t) = 
,¡,m[!/t) and observe that ,Pm E 4> is such that ,Pm E A 2 (indeed, i,¡,m = l ,¡,m = 
1) and ,j,(tr) is quasi-conv ex for sorne large r. Th en , we can apply (e) in 
Theorem 1 with ,Pm and Proposition 14 to obt ain 

w{xEIRn:JT/(x)J>l} :S: sup,Pm(t)w{x E IRn: JT/ (x)J > t} 
t 

:S: C sup,Pm(t)w{x E IRn: Mm +lj(x) > t} 
t 

s; e suprf;m(t) f ,¡;m ( lf (xl l) w(x)dx 
t }Rn t 

s; e sup rf;m(t) ,¡;m (~) f ,¡;m(lf(x)I) w(x ) dx 
t / ~ n 

:s: e in ,¡;m(lf(x) I) w(x ) dx , (14) 

where we have used that ,j;m is submultiplicative. If the operator T is linear , 
(14) implies the desired estimate by homogeneity . Otherwise, we obser ve 
that we have proved this estimate starting from (13) which for any )., > O 
implies 

in CTJ ? )lrº w(x)dx s; e in ( M m+?( x) ) PO w(x)dx , / E 'Dr , 

with C indep endent of A. This induces a new family of pairs of functions 
given by (ITJJ/,>.,,Mm+i¡ ¡ ,>.,) to whom we can appl y (14) to conclude as 
desired 

w{x E IRn : IT/( x)I > ,>.,} '.::'. C L ,j;m Cf\ x) I) w(x )d x, 

where C <loes not depend on ,>., > O. 
The main exampl e of operators sati sfying (13) is given by th e commu 

tators of Calderón-Zygmund operators with bounded mean oscillation func
tions. Let T be a Calderón-Zygmund operator with standard kernel as 
befare. Let b be a function of bounded mean oscillation , that is, 

s~p l~I l lb(x ) - bQI dx < oo 
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where bQ stands for the average of b on Q. Then we define th e first arder 
commutator 

Clf(x) = [b, T]f(x) = b(x) Tf(x) - T(b f)(x) , 

and for m 2'. 2, the m-order commutator Cf' f(x) = [b, c¿n-1JJ(x). In this 
way we have 

C;'J(x)= { (b(x)-b(y))mK( x ,y)f(y), 
}Rn 

for a.e. x !/. supp f. 

Note that this definition makes sense for m 2'. O and the commutator of arder 
O is nothing but T. Th e maximal operator that controls the commutator Cf' 
is Mm + ! which is the Hard y-Littlewood maximal function iterated m + 1-
times, namely , in [14] it is shown that 

{ IC;' f(x)IPw(x)dx:<:::C { M m+ 1J( x)Pw(x)dx (15) 
}Rn }Rn 

for every O < p < oo and w E A 00 and all f E C/J° such that the left hand
side is finit e. Thus , Corollaries 13 and 15 can be applied and we obtain all 
those weighted estima tes for Cf'. 
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Littlewood-Paley-Stein theory for 

semigroups and its applications to the 

characterization of Banach spaces 

Teresa Martinez 

Abstract 

We study a generalization of the theory of Littl ewood-Paley for 
semigroups acting on LP-spaces of functions with values in uniforml y 
convex or uniforml y smooth Banach spaces. Wc chara cterizc , in th e 
vector-valued cont ext, th e validity of the boundedn ess inequalities for 
th e generalized Lit tlewo od-P aley g-funct ion , define<l for th e subordi
nated Poisson semigrou p of a symmetr ic diffusion semigro up, in terms 
of thc typc and cotyp e propertie s of the undcrl ying Banac h spacc. Wc 
see that in the case of the classical Poisson semigrou ps (in th e torus 
and in the Euclidean setting) , this theory is more satisfa ctory and eas
iest to han<lle, due to the application of thc thcor y of vcctor-valucd 
Calderón-Zygmund singu lar integrals. 

1 Introduction 

In th ese notes we give an overview of th e results conta ined in [12] and 
[19], and specially of the main techn iques involved in their proofs. In fact, we 
are not only interested in thc study of the geometrical properties of Ban ach 
space s, but also in the connection and use of the different tools that will 
appear: spectral theory , semigroup theory, probability theory, real variable. 

Let us reca ll sorne very well known facts. Denote by 11' = [-1r, 1r] th e 
torus, and Jet f be a function in L1(1!'). Far notati on simpli city, let falso 
be its harmon ic ext ension to t he whole disc: 

f (re' 8 ) = Pr * f(O), 

where 
P,.(O) = 1 1 - r2 

21r 1 + r 2 - 2rcos0 

2000 Mathemat ics Subject Classification. 46B20; 42B25,42A61 
K ey words and phrases. Littl ewood-Pa ley theory , semigroups, uniforml y convex or 

smooth Bana ch spaces , vcctor-valucd Calderón-Zygmund operators 
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is the Poisson kernel far the disc. Th e classical Littl ewood -P aley g-function 
is defined, far f E LP('JI'), 1 ::; p ::; oo as 

Gf(B ) = ( ¡111(1- r)"vPr * f(B)ll2 _±:_)112 

Jo 1- r 
where 

ll"vPr * f(B)II = 11 (a;;,~ a;) 11,, = (Iª:' * J(B)l
2 + I?: * J(B)D 

112 

(1) 
lt is a classical fact that far every p E ( 1, oo), there exist constants e and C 
depending only on p such that 

cllf lb(1r)::; lf(O)I + IIGflb cJr)::; Cllf lbc ll')· (2) 

If instead of considering sca lar-valued functi ons, we <leal with functions tak
ing values in a Banach space B, the definition of the g-func tion given above 
is still valid, just replacing absolute values by norm s in B in (1). In this case, 
it is also very well known (see [8] and [151), that the equ ivalence (2) holds 
if and only if the Banach space is isomorph ic to a Hilbert space . However, 
onc of the inequalities can still hold in non Hilbertia n spaces. Thus, when 
talking about vcctor- valucd functions, wc will be intercstcd in just onc of the 
inequalities in (2). The results mentioned in this notes are a consequen ce 
of the tight relationship between vector-valued Harmon ic Analysis and the 
Gcomctry of Ban ach spaces . The validit y of an inequa !ity far vector-valued 
funct ions often gives a new characterizat ion of a known property of the 
spaces, or introduces a new class of them. 

2 Lusin type and cotype properties, their connec

tion with Probability: martingale type and co

type properties 

Let us define, far q E [l, oo) and f E Lf¡(1I'), the class ical space of Bochn er 
int egrab le functions on 11', the generalized "Littlewood-Paley g-function " as 

(11 dr ) 1/q 
Gqf(z) = (1 - r)qll"v Pr * f( z)ll1-- · 

o 1 - r 
(3) 

Then B is said to be of Lusin cotype q ( resp. Lusin type q) if there exist 
p E (1, oo) anda positive constant C such that 

IIGqfllLP(Y) $ Cllfll1,~(T) ( resp. IIJIIL~(1r) $ C(llf(O)IIB + IIGqflb('Jr))) · 
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lt is not diffi.cult to see t hat if B is of Lusin cotype q (resp. Lusin type 
q), then 2 :S: q :s; oo (resp. 1 :S: q :s; 2). In the se notes , we will be mainl y 
interest ed in the first inequality. In [12] and [19] the case of the Lusin type 
property is also treated. 

It is proved in [19] that the definition of cotype property above is inde
pendent of p, that is, if one of the inequalitics abovc holds for one p E (1, oo ), 
then so does it for every p E (1, oc) (with a different constant dependin g on 
p). Also, it is shown to be equivalent to the bound edness of Gq from Lk(11') 
into L1·00 (11'), and from H};(11') int o L 1(11'). Th e main resu lt of [19] states in 
parti cular that a Bana ch space B is of Lusin cotyp e q if and only if B is of 
martingale cotype q ( as defined hellow). 

Let (í!,F,P) be a pro bahility space and {Fn}n::-1 he a non-decreasing 
scqucnce of sub-a-field s of F such that F = a (UFn ) (such a sequencc will 
be called a stochastic basi s) . Given a Bana ch space B, a sequence f = 
Un}n ::-1 of B-valued random variables is a B-valued martingale relative to 
{Fn} if each fn is an int egra ble Fn-me asurabl c function and En Un+il = 
EUn +1IFn) = Ín· En will denote the operato r defined as th e conditio nal 
expect ation to th e sub-a-fi eld Fn, For every mart ingale f = Un}n ::-i we 
shall denote dkf the "incrernents" of the rnartingale f : dkf = Ík - Ík - i , 
k 2: 1, fo = O, in such a way that fn = I:~~I dkf , dkf is Fk-measurable , 
integrable and Ek(dk+IÍ) = O, k 2: l. For a complete account on B-valued 
martingales see [4]. 

A Banach space B is said to be of martingale cotype q, 2 :s; q < oo, or 
in short, M- cotype q, if t here cxist a consta nt C such th at for any B-valued 
mart ingale J = Un} 

Every Banach space is of M-cotype q = oo. Th e definition (and the 
analog for martin gale type prop erty) is du e to G. Pi sier [13]. Non-tri vial 
J\!l-cotype q < oo is a geomet rical prope rt y of the space, implying super
reflexivity, and it happe ns (this is Pisi er 's renormin g theor em) if and only 
if t he space ad rnits an equivalent uni forrnly convex norm with modulus of 
convexity of power type q, see [13], [14]. Pisier , see [13], proved that a 
space is of M-cot ype q if and only if for every (or , equivalently, for sorne) 
p, 1 :S: p < oo, 11Sqf1IL" :S: C llf*lb, where J*( w) = sup,,:,.1 llfn(w)ll6 stands 

coty pe q in terms of the boundedne ss of Sq from Lk into L1•00 (being the se •. 
spaces the corr espondin g ones for mart ingales), H}; int o L 1 and also from 

for Doob's maximal fnnct ion off. It is also possible to characterize Al- 1 
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BMO-type spaces (see also [10] and the references therein for th e details). 
The proof in [19] of the equivalence between mar t ingale and Lusin coty pe 

prop erties uses, on one hand, th e connection betwecn th e Poisson kernel in 
the disc and the law of a certain random variabl e associated to a Brownia.n 
motion. More pre cisely, to prove that martin gale cotype property implies 
Lusin cotype propert y, it is used that P .jr(B - </>) gives the law in the set 

,/r 'II' of Br v'r I Brr = re;o, whcrc { Bt} r,o:o is a stand ard Brownian motion in 

th e disc, and Tr = inf{t >O: IBtl = r}. Th e proo f of th e converse is very 
technical and involves a careful analysis of Gqf for f with a highl y !acunar 
Fouricr series. 

An important feature of the proof of the equivalence between Lusin and 
martingale cotype propertie s is that thc class of spaccs remains unchan ged 
if we substitute Gq by the "partial" generalized g-func tions 

( ¡111 8P llq dr )1/q lo (1 - r) a:*f(B) B l- r (5) 

G~J(B) = ( 11 111 - r 8Pr llq dr ) l /q -- * f (B) -
o r ae 81 - r 

(6) 

3 Vector-valued singular integrals 

To prove th e other characterizations of Lusin cotype property, namely, 
th at th e definition given above is independent of p, and that it is equivalent 
to th e bounded ness of Gq from L~('II') into L1,00 (1!'), and from HfJ(1I') into 
L1(1!'), vector -valued Ca lderón-Zygmund singular integrals are used in [19]. 
The key point is t hat Gq can be seen as the norm of a vector -valued Calderón
Zygmund operator. Let us first of ali recall the definitio n of such an object 
(see, for example [7]). 

Definition l. Given B00 , BE a pair of Banach spaces, !et T be a linear 
operator defined in L~8 00 and taking values in the space of BE-valu ed and 
stro ngly measurabl e funct ions on 11' sat isfying 

(a) T extends to a bound ed operator eit her from L~00 (11') int o Lt (11') for 

sorne 1 < q < oa, or from L~= (11') into L~;'(1I') , 

(b) there exists a l(Boc, BE)-valued measurable funct ion K, defined in 
the complement of the diagonal in 11' x 11', such t hat for every function 

f E L'if=' 

Tf(B ) = l K(B, </>)J(</>)d</>, 
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for ali e outs ide the support of f , 

( c) the function K satisfies the est ima t es: 

IIK(l:l,</J)II s c ¡e - </Jl- 1, 

ll8oK((},</J)II + 1181,K((},</J)II s C ll:l-W 2 , 

for ali (e, </J), e# </J. 

In th e case of our Gq function, we have 

Boo = B, 

and thus 

where 

Tf((}) = (1- r) (ºPr' ~ 8Pr) * f((}) 
Ür r ae 

(7) 

We have a similar expression for G! and G~. One can eventually prove that 
th e kernels of the corre spond ing operators T satisfy the conditions in Def
inition l. For such a kind of operators, a lot is known abo ut their bound
edness properties and the next one is a cyclic theorem that is intended 
to collect the folklore about the boundedness properties of vecto r-valued 
Ca lderón-Zygmund operators . In the theo rem bellow, the space H1 is de
fined in the atomic sense. Namely, we say that a funct ion a E Ll3'(T) is 
an atom if ther e exists an interval J containing the support of a, and such 
that llallL,,'('I') S III, and f1 a(B) dB = O. We also conside r atoms without 
cancellation, which are simply B-valued function s a such that lla(x )IIB S 1 
(see [2]). Then, we say that a function f is in H1, if it admits a decom
position f = ¿ i >.iai, where ai are B-valued atoms and ¿i l>-il < oo. We 
define llfllHb = inf { ¿i l>-;I}, where the infimum runs over ali those such 
decompositions. Let us also recall that , given a Banach space B th e space 
BMOB('lf) is the space of B-valued functions f defined on the torus such that 
llf11BM0a('I') = sup¡ ¡t¡ J1 llf (/J) - J¡IIB dB, where f¡ = ¡t¡ f1 f(B) dB and the 
supremum is taken over the intervals J e 'lf. 

Theorem 2. Let T be a Ca.lderón-Zygmund opera.tor with an associated 

we have T(c)(x) = A(c) far almast every x E 'lf. Let S be defined as S(f ) = ~ 

IIT(f) IIBe. Then , the falla wing statements are equivalent : 

kernel K. Assum e that there exis ts A E [.(B oo, BE) such tha t far all e E Bx i 
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i) The opera/ar T maps L 'g'= into BM05 E. 

ii) The operator S maps L'i'= into BMO. 

iii) The operator T map s H¿= inta L1e. Equi valently S rnaps H¿x into 
LI. 

iv) Th e aperatorT maps L~= into L~ E, far any {ar equivalently, far sorne) 

p, 1 < p < oc. Equival ently S rnaps L~= into LP (far any, ar far sorne 
p E (1, oo)) . 

v) The operator T maps BM05= into BM01, E. 

vi) The operator S maps BM05= into BMO . 

vii) The operator T map s L1= into L¡{º· Equiva lently , S rnaps L1= into 
[ l, oo . 

Thi s th eorem is valid in a finite measure space . T he case of infinite 
measure (such as IF!:.n endowed with Lebesgue's measure ) needs sorne mod
ifications that we will comment on later. The condition T(c )(x) = A(c) is 
crucial for the proof. If the operator <loes not verify it, it is very easy to 
see that the theorem is false. Consider, for instance T f(x ) = g(x)f(x ) with 
g E L00 (1l'). This operator t rivially sends L~(1!') into L~ ('Jr) and it is clearly 
a Calderón-Zygmund opera tor wit h kernel K( x , y) = O. But it is known 
(it is a result due to Stege nga, see [16]), that to be bounded in BMO, the 
necessar y and sufficient cond ition is th at 

1 J, 1 m I lg(x) - 911 dx:::; log(IJl-1) for every I 

which in particular requir es that g EVMO. 
Th e proof of Theor em 2 is compl etely standard (see, for exampl e [7] and 

[9]), and thc po int whcre t he condition T(c)(x) = A(c) is used is to obta in 
that the boundedness in LP of th e opera tor implie s t he boundednes s in BMO 
(see also [12] for th e details ). 

Since clearly Pr * e = 1 for every constant functi on e, we have G!c = 
G~c = Gqc = O, and we are in the hypothesi s of the th eorem. Thus , we 
obtain the following theore m, that extends the results in [19]. 

Th eo rem 3. Given a B anac h space, !3, and q 2: 2, th e foll owing statements 
are equival ent: 
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i) B is of Lusin cotype q, 

ii) Gq maps Ljj'(1I') into BM0(1I') boundedly, 

iii) Gq maps BMOs (1I') into BM0(1I') boundedly, 

The equivalence holds also with the same statement s with G~ or G~ in place 
ofGq. 

4 Another point of view: semigroups 

In this section, we introduce another approach to the problem, by using 
semigroup theory. For instance, let us observe that with the change of 
variables r = e-t in the Poisson kernel of the disc , Ptf(fJ) = Pe, * f(fJ) 
is (except, maybe, for a constant), is the subordina te d Poisson semigroup 
corresponding to the Laplacian in '][' (EJ2 /8fJ2 ) . And t he operator Gq is 
almost th e generalized g-function assoc iated to the Lap lacian, as will be 
defined bellow . 

The semigroup associated to the Laplacian in '][' is an example of a sym
metric diffusion semigroup. Although it is a well known concept, let us recall 
here its definition (see (17], (3], [6] and [20] for a genera l account on semi
group theory). These semigroups are collections of linear operators {Ti.},2:o 
dcfincd on LP(íl, dµ) for every p, 1 :::; p :::; oo, wherc (íl, dµ) is any positi ve 
measure spac e, sati sfying the prop crt ies of a semigroup 

To= Id, 7íT. = 7í+s, ¡~ T¡f = J in L2 for every f E L2 , (8) 

together with the specific conditions of being 

• contractions in ali LP: 117ífllP :S: llfl[p, PE (1, oo] 

• selfadjoint in L2, T/ = Ti., 

• Markovian, 'Tíl = 1, and 

• positive T¡f ;:, O if J ;:, O. 

The infinitesimal generator o[ any semigroup Ti. acting on sorne space of 

lim T,.J - f = AJ 

functions X, is the operator A , defined as ,. 

t- o t 
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for f in a suit able dense class of funct ions (for exarnple, t he infinitely 
differenti able functions with cornpact supp ort) in X. If th e operator A 
is bound ed in X, the assoc iat ed sernigroup is given by th e formal series 
T,, = etA = ¿~ 0 t"n1" , which in fact converges in norrn. In rnost cases, 
we are interested in unb ounded operators A (such as t he Laplacian in L¡ ). 
The general theor y on sernigroups states th at und er certain conditions , for 
exarnple if A is closed , densely defined and 11 ( A - A J- 1 11 '.Ó 1 / A for every 
A > O, we still have tha t A is t he infinit esimal generator of a sernigroup. 
Formally, we will denote th is sernigroup also as T,, = etA . Forrnally, then it 
hold s that DtTif = AT,,f To! = f for f sati sfying certa in conditions (this 
calculation can be rnade rigurous). For this reason , { T,,} is called the heat 
semi group of A. 

Let us recall sorne typical examples of symmet ric diffusion semigroup s: 

Example 4. The most classical exampl e of a symme tri c diffusion semigroup 
is the one generate d by the Laplacian in ¡¡¡:n, n 2: 1, with the Lebesgue 's 
m easure. It is well known that the corresponding heat semigroup is given by 
the heat kern el, 

Ttf(x ) = it:. f( x) = -( l) / z ( e 1"~r12 f (y ) dy. 
41rt n J.11" 

Observe that the kernel of Tt is a Gaussia n densit y. I t is very well known 
the connection between semigroups and Mark ov processes, and in fact what 
the expression of Tt says is that, und er certain condi tions on f , the solution 
u (t , x) to the equation Otu (t , x ) = tl u(t , x ) , u (O,x) = f is u(t, x ) = T¡f(x ) = 
E x(f (B2t)) , where {E t} is a Browni an mo tion and the expectation E x is 
tak en with respect to the law of the Brownian m otion started at x. We will 
not commen t further on this very interesting connection between Probability 
and PDE's and we refe r to (5} f ar a detailed treatm ent of this tapie. 

Example 5. Another operator generating a symmet ric diffusion sem igroup 
{see (17}) is the Ornstein - Uhlenbeck operator, A= !Ll - x ·'v, in (!Rn, d-y(x)), 

n 2: 1, where dí'(x) = 1r- n/ 2e- lxl2 dx is the Gaussian measure. The action 
of this semigroup is most commonly expressed as 

- tA . 1 1 e f (x ) = Mrf (x) = ----;;¡:¡ Kr(x , y)f(y ) dy , 
7f jR:n 

where r = e-t and 

Kr(x, y) = (1 - ~2)n/ 2 exp ( - 1\ ~r~l2). O< r < l 

is called the Mehler kernel. 
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Example 6. An example of an operator that generales a semigroup, but not 
a symrnetric diffusion one (because it is not Markovian) is the Harmon ic 
Oscillator, A = t. - lxl2 , in (!Rn, dx). 

From the heat semigroup associated to an operator A, we can define a 
number of semigroups , which are called subordinated semigroups. Wc will 

be interested in the Pois son subordinated sem igroup, which is defined, by 
using spectral techniques , as 

(9) 

lt is easy to sce that if { 1í} is a symmetric diffusion semigroup, so is { P,}, 
and with sorne more effort (see [31), it can be seen that if 1í = e1A , thcn 
P, = e-tv1=A. "Heuri sti cally", this formula can be understood by using 
a well known formula for the Gamma function (see the book by Folland , 
Introducti on to Partial Differential Equation s for a proof of it) 

with /32 = t2 (-A), which is "positive". Also , formally we can differentiate 
twice in the formula for P1 (this calculation can be also made rigourously for 
f satisfying certain properties), and see that it sati sfies o¡Ptf + APtf = O, 
Po!= f, th at is, th e Laplace equ at ion for A. 

Example 7. In parti cular, in the si tuation of Example 4, when A is the 
Laplace operator on !Rn with the Lebesgue's m easure, Ptf(x) should be the 
harmonic extension to (O, oo) x !Rn off. In fact , it can be proved that 

where the kernel 

Cn t 
P1(x - y) = (t2 + lx - Yl2)(n+i)/2 

is the Poisson kernel for the upper half space. As in the semigroup of Exam
ple 4, this kernel is a density, and the process associated to these densities 
is the Cauchy process, which is called the subordinated process to Brownian 
mot ion. 
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Let us recall that we are inter est ed in <lefining a gcnera lized g-fun ction for 
functions with values in Banach spac es. Since ali the operat ors 7i and Pi are 
positive bounded operato rs in V'(rl, dµ), they have a straightforw ard ext en
sion to L~(rl, dµ) for every Banach space B, with th e same norm. Namely, 

let f = '¿f=l Vk'Pk be a function in the tensor produ ct B © [,/ (©, (3, r µ), we 
define the vector value<l extcnsion of thc opera tors as 7if = ¿f=l vk7i 'Pk· 

This extension verifies, for f in the tensor produ ct , t hat 117ifllL¡; :S llfl lL¡;· 
Th e bound edness for ali funct ions in L~ follows from th e densit y of th e 
tensor prod uct in L~. 

Given a symm etric diffusion scmigroup , we define t he genera lized g

function associated to it as 

<Bq(f)(x) = ( fax 11/';;f 11: ~ ) l / q (10) 

And in the particul ar case that the symmetric diffusion semigroup is the one 
of Exampl es 4 and 7, we define 

( {' "' dt) l /q 
99 f (x) = lo lltV?t * f(x )ll¿i t , 

where 

(11) 

and th c "partí a!" gencraliz ed g-fun ctions 

Q~f (x ) = ([ '° lltª:t * f( x) II: ~tq 
2 ( t'° q dt )l /q 

99 f(x ) = lo llt'lxPt * f( x) llei t , 
where 

( 
n lªp 12)1/2 

llt'l xPt * f( x) llei =t ; ax: *f(1:) 
In the case of thc Laplacian in thc torus, the definitio n wc have givcn in (5) is 
the classical onc, althou gh it <loes not fully coincide with the correspondin g 
one in (10). This last onc, after the change of vari ables r = e-t gives 

éif(O) - (_{ (dog ~r-'11':". /(x)II>, t· i 
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and it can be seen that the boundedness in LP of Gq and Gq are equivalent: 
for r far away from 1, the operators are trivially bounded in LP, and for r 
close to 1, r log ~ ~ 1 - r (see [12]). 

The following theorem characterizes Lusin cotype propcrty in terms of 
the boundedness in LP o[ IBq. 

Theorem 8. Given a B anac h space, B, and 2 :'Ó q < oo, the follow ing 
sentences are equivalent: 

i) B is of Lu sin cotype q. 

ii) Far every symmetric diffusion semigroup {T,},:::o with subordinated 

semigroup {Pt}t c:O, ll1Bqf llLP(!1.dµ) :'Ó CllfllLl;(!1,dµ)• for every (ar, equiv
alently, for some ) p E (1, oo). 

The main ideas of the proof of this theorem are contai ned in [ 17]. Proving 
that ii) impli es i) is casy, since it is enough to consider th e generali zed g
function assoc iated to the semigroup T, = e tA in the torus, and make the 
change of variabl es r = e- t, to get th e bound edness of G~. Let us sket ch the 
proof of the converse implication, which is quite intcrcsting by its own right . 
lt involves three steps (the details can be found in (12]). In the first one , and 
by severa! changes of variables, we reduce the problem of the boundednes s 
of IBq to the boundednes s of another "g-function " involving only means of 
the operators T,: 

(100 ll 8lvltfllq dt)l/q l!j f(w) < e t -- -
q - o 8t 5t ' 

where 

Mtf(w) = f l T,J(w)ds 

The second step takes advantage of this function. By first observing that 
for t away from O and oo, everything inside is real analytic , we can discretize 
the integrals and derivat ives appear ing in th e former expression: for fixed e 
and m 

and 

8Mtf l 
{)t t=n< 

j m, II/Mtfllq e!!_~ I)ne)q-lll{)Mtfl llq e 
E {)t B t n=I {)t t = n E B 

M(n+l) , Í - Mnd 

e 

l n l n - 1 

(n+ 1) 2 Í::"Tjdé - ~ L°Tj de, 
e i =O e J=o 
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where the ~ sign means that th e LP norms of the t erms on both sides are 
equivalent. Thus, we get that 

11( 
m 11 l n l n-1 llq)l/qll 

ll'8qfb ':Ó ~ n+ 1 ~'Yjd-:;;, ~Yj d 8 LP 

and our aim is to obtain that the right-hand side of the former inequality 
is controlled by IIJIIL~ independently of m and E. For this, the third step 
identifies, in sorne sense, the right-hand of the former expression with the 
generalized square function of martingale s (defined in (4)) of sorne martin
gale, and then apply that Lusin cotype and martinga le cotype are equivalent 
properties of the space. We shall need the following result due to Rota, see 
Chapter V of [17]. Let Q be a linear operator on LP(f! , (3, dµ) satisfying the 
axioms 
i) IIQJIILv ':Ó llf !ILv for every p, 1 ':Ó p "'Ó oo, 
ii) Q = Q* in L2 , 

iii) Qf ~ O for every f ~ O, 
iv) Ql = l. 

Theorem 9. For any Q as above, there exista meas ure space (Af,F , dm ), 
a collection of a-fields · · · e Fn+I e Fn C · · · C F 1 C F o e F, and another 
a-algebra :i C F such that 
a) there exists an isomorph ism i: (r!,/3,dµ)-, (M , :F,dm) (which induces 
an i8omorphism between LP spaces, also denoted by i, i (f)(m) = J(i- 1m )) , 
b) for every J E LP(M , :F, dm) , we have 

Q2nW 1J)( x) = E(E n(f))(i x ), X E r! 

where E(f) = E(J IF) and En(!)= E(JIFn). 

This theorem holds in the scalar valued case . For the vector valued case, 
the validity of the second statement is a consequence of the extension of 
positive contractive operat ors (as in the argument of page 159). Since we 
have symmetric diffusion semigroups , every operator T,/,.2 with E > O verifies 
the hypoth esis in Th eorem 9, and the refore Yj, = (T,¡2 ) J = E( ·IFj ). Calling 
an = Eo;,·¡rEn, we have that 

11 ( 
m 11 1 n 1 n - 1 llq) 1/qll ll'8qf(w)IILP -:; e L ~¿Yj,J--¿Tjd 

n =I n + l j=O n j = O B LP 
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The last express ion is not yet Sqf for sorne martingale f, but after sorne 
more tedious calculations, we can find th e desired Sqf and obtain that the 

last term is bounded by Cp,q\lJIIL~· 

5 Characterizations in !Rn 

So far we have seen that the Lusin cotype property of a Banach space 
B can be character ized in terms of the boundedne ss of the genera lized g
function of all the symmetric diffusion semigroups, and also by using just 
one of them, the generalized g-function associated to the Lapla cian operator 
in the torus. The natural question now is wether we can find sorne more 
semigroups with the same property, and the answer is yes: the natural 
cand idat e, the generalized g-funct ion associated to the Laplacian in !Rn, Yq, 

also characterizes the Lusin cotype proper ty, as it is stated in the following 
result. 

Theorem 10. Given a Ba nach space, B, and q 2 2, the following sentences 
are equivalent: 

i) B is of Lusin cotype q. 

ii) For every, or equivalently, for sornen> 1, 119qJIILP(iR") :S C\IJIIL~(IR") 
Jor every (or, equivalently, for sorne) p E (l ,oo ) . 

iii) ll9qfliLP(IR) :S C\lfllL;(IR) for every (or, equivalently, for sorne) p E 

(1, oo). 

The equivalence of the sarne staternents holds for QJ or QJ in place of Yq· 

Remark 11. It is also true that the Lus in cotype property can be chamc 

terized in terms of the Ornstein-Uh lenbeck sernigroup (see Exarnple 5), in 

the sarne way as we have seen in the f ormer theorern for the classical heat 

sernigroup in !Rn. Wether non-Markovian sernigroups, as the one in Exarn
ple 6, also chamcteri ze Lusin cotype property or not, is an open problern 

(see /12}). 

Let us give thc main ideas of thc proof of Theorem 10 in the case of QJ 
( for the other operators the proof is similar). That the first statement implies 1 
the second one is just takin g the semigroup associated to the Lap lacian in • 
!Rn in Theorem 8. For th e rest of the implications , the key point is aga in 
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consid ering th e generaliz ed g-fun ction QJ in !Rn, n 2". 1, as the norm of 
certain vector-valued Calderón-Zygmund operator. Namely, 

(12) 

where T is the operator sending B-valued function s defined on (!Rn, dx) into 
Li((O, oo), 1)-valued functions on (!Rn, dx), given by 

8Pt 
Tf(x) = t&t * J(x). 

The definition of a Calderó n-Zygmund operator on !Rn is similar to the one 
given for the case of the torus, see Definition 1: given BXJ, BE a pair of 
Banach spaces, Jet T be a linear operator defined in LC::6 "' and taking values 
in the space of BE-valued and strongly measurable funct ions on !Rn such that 
T extends to a (q, q) strong or wcak typc operator for sorne 1 < q < oo, and 
such that thcre exists a l (B00 ,BE)-valued mcasura ble function K , defined 
in th e complement of th e diagonal in !Rn x !Rn, such that for every function 
f E L';,,, T f(y) = JJJI." K( x , y)f(y) dy, for ali x outsid e the supp ort of J, 
satisfying th e estimat es 

IIK(x, y)II :,; Clx - y¡-n, 
ll'vxK(x, Y)II + ll'vyK( x, Y)II :S: Clx - y¡-n-l, for ali x # y. 

For these operators , T heorem 2 still holds, alth ough in this new infi

nit e measur e set.t.ing, it require s sorne modification s. Fir st , !et us recall the 
BMOs and H¿ spa ces on !Rn. Let B be a Banach space. BMOs(IRn) is th e 
spa ce of B-valued function s f defined on !Rn such that 

llfllm,108 (JJ1.") = s~p l~l l llf(x)-f d s dx < oo, 

where ÍQ = l~I ÍQ J(x) dx and the supremum is takc n over the cu bes Q e !Rn 

with sidcs parallcl to the axis. The space H¿ is defined in the atorni c sense. 
Namely, we say that a function a E L¡;:'(!Rn) is a B-atom ifthere exists a cube 
Q C !Rn containin g th e support of a, and such th at llallL; (JJl."J :S: IQl- 1 , and 
ÍQ a(x ) dx = O. T hen , we say that a function f is in H¿(Rn) if it admit s a 
decomposition f = L i >.;a;, where a; are B-valued atoms and L ; !.>.;! < oo. 
We define IIJIIH¡¡ = inf { L; !.>.;!}, where the infimum runs over ali those 
such decompositions (see [2]). 

L""' and BMO are considered only with function s of compact support. Ben- ~ 

net , De Vore and Sharpley (see [1]) proved that for a function in BMO, 

Far operators defined in !Rn, Theorern 2 still holds when the origin spaces 1 
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the most classical singular int egra l operator, th e (non cent ered) maxim al 
function is, either infinite almost everywhere, or a funct ion in BMO. This 
dichotomy holds for many singular integral operators. For the ones we are 
handling, it is very easy to see that Q~(X(o,oo¡)(x) = C)() a.e.x E IR. lt is 
tedious but not difficult to check that T in (12) is a vector -valued Calderón
Zygmund operator in IRn. Also, it is clear that for any constante, Q~c(x) = O. 
Thus, to prove that statement ii) in Theorem 10 impli es statement iii), it is 
cnough to see that the boundedness from L~(IRn) into BMO(!Rn) of 9t for 
n > 1 implies th e same bound edness property of th e corr esponding operator 
for n = l. 

To this end, consider x = (x2, ... , Xn) E IRn-l , and h E L~8 (l~), and 
define J(x) = h(x1)X ¡o,i¡n- 1 (x), where x = (xi , x2, .. . , Xn) E' IRn. The 
symmetric diffusion semigroup generated by the Laplacian on IRn is given 
by convolution with the Gaussian density. Then we have 

where 7¡1 is the heat kernel in IR. If we denote by Pl the Poisson semi
group subordinated to 7¡1 on IR and by Pl the Poisson kernel on IR, the 
formula of the subordinated semigroup (9) implies that Pt * f(x) = Ptf(x) = 

CoPlh(x¡} = Co?l * h(x 1), and th erefore Q~J(x) = Co9Jh(x¡). Now, for 
every interval I e IR consider Q = ¡n the cube in IRn whose sides are the 
interval l. Th en, 

l~l l g~J(x) dx = IJ~n L Co9~h(x1) dx¡ ... dxn = ~I ¡ Q~h(x1) dx 1• 

Therefore, and also by using similar arguments, 

Hence, 

Finally , to prove that statem ent iii) in Theor em 10 imp lies that the space 
is of Lusin cotyp e q, we need to comp are thc generalized g-functions in IRn 
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and in the torus. The first st ep consists in observing th at only the part of 
th e kernel for x and t near O in the case of g~ and th e part of th e kernel 
with e near O and r near 1 for G!, play a role in the bou ndedness of these 
generalized g-functions . In fact, one can prove 

11g:Jlb(IR) :s: IIJIIL~(IR) = 
11 [t 0; 1 X(o,,i(t)X(o,,¡(lxl)] * ft IR :S: C, llflli;( IRJ 

L1((0,=),"f ,( ) 

IIG!JIILP('I') :s: IIJIIL~(T) = 
11 [(1-r) 0:;; X(l- li,l)(r)X(o,li)(e)J * ft 'I' :::: Collf llL;('I') 

Li((O, l ). ~ / ) 

With th ese restri ct ions, th e chang e of variabl es r = e- 1, e = x and the 
following equivalences: for O< t < €, O < e < 2ó: 1 - e- t - t, 1 - e- 21 ~ 2t, 
sin2(0/2) ~ 02/4 , it is not difficult to see th at 

where the symbol ~ mean s th at the difference is bounded in IJ' (see [12] for 
the deta ils of th e proof), 

Once we have Th eorem 10, a new applicat ion of the suitable version of 
Theorem 2, gives us the following corollary, 

Corollary 12. Given a Banach space, B, and q ~ 2, the fo llowing sentenc es 
are equivalent: 

i) B is of Lusin cotype q, 

ii) g9 maps L ;:'.'8 (1Rn) into BMO(l!l. n) boundedly, 

iii) g9 maps BMO c,B(l!l.n) into BMO(l!l.n) boundedly, 

iv) 9q maps H1 (l!l.n) int o L1(l!l.n) boundedly, 

v) g9 maps Lk(l!l.n) into L1•00 (l!l.n) boundedly , 

and they are also equivalent to the same statemen ts ii)- v) with QJ ar 9J in 11. 
p/oee,f 9, , fo,eoe-y ( M, "l"foo/mtly, fo"='} n é l. ~ 
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6 Characterizations in terms of almost sure finite

ness of the operators 

The characterization s of Lusin cotype propert y we have given so far have 
been in terms of the boundedness between severa! spaces of the generali zed 
g-functions. We can give a different kind of characte r izations, in terms of 
the finiteness of th e operators, as it is stated in the following theorem. 

Theorem 13. Given a Ban ach space B, the fallowing statements are equiv
alent: 

i) B is af Lusin cotyp e q. 

ii) For any f E Lh{'II'), G~f(z) < oo for almost every z E 'JI'. 

iii) Far any f E Lh{JR), Q¿f(x) < DO for almo st every x E lRn far same 
{ or, equivalently, for any) n 2". l. 

The equivalenc e halds also when in statement ii) we replace G~ by G~ or by 
Gq, and also if in stateme nt iii) we replace 9¿ by QJ or by Yq· 

By the results in [19], the statement i) is equiva lent to the weak type 
(1, 1) of either G~, e¡ or Gq. By Corollary 12 state ment i) is equivalent to 
the weak (1, 1) bound edn ess of either Yq, 9¿ or gr Then, statements ii) 
and iii) clearly follow from i). Thus , th e only non trivial part is ii) implies 
i) and also that iii) implie s i). Observe that to proving them is equ ivalent 
to get them for the Lq-vec tor valued operators T whose norm in Lq are the 
g-functions (as in (7) and (12)) . Let us first prove ii) imp lies i). To this end , 
observe that 

G!(f)(z) = IITf(z)IIL;, ((o,!) , tdrr) = !~~ IIT' f(z)IIL;, ((ü, l). ,drr) (13) 
8 B 

where T' is the operato r th at sends B-valu ed function s into L~ x 8 ((0, 1), 1~,)

valued functions given by 

T ' f(z) = [(1- r)X(,,i - ,)(r) a:;;] * f(O). 

Since for r E (E, 1 - E), 1 + r 2 - 2rcos(O - t) 2': 1 + r 2 - 2r 2': E2 , we have 
that l&P,/&rl ::; C, , and therefore 

llx(,,1-,i(r) 0:;; * f(O)t::; e, fv 11t(t)IIB dt. 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

168

In parti cular, the norm s in L 1 , ( dr ) of the operat ors re are continuous-
Lr3 (0,1), l - r 

in-measure sublinear operators. By (13), G~ is the sup remu m of th ese norm s 
and we are assuming that it is finite almost everywhere. By Banach's con
tinuity principie (Proposition VI.1.4, [71), Gq is a conti nuous-in-measure 
operator. Next, we appl y Stein's theorem. A proof of th e scalar version can 
be found in Section VI.2 of [7], and by using the ideas the re, one can prove 
the following vector-valued version. 

Lemma 14. Let G be a locally compact group with Haar measure µ, l3 be a 
Banach space o/ Radema cher type Po and let 

T • L~(G) __, Lº(G ) 

be a sublinear, continuou s in measure and invariant under left translation s 
opemtor. Then, for every compact K subset o/ G, there exists a constant 
CK such that 

( llfl le )q 
µ({x E K • ITJ(x)I > .>..}) :S CK T 

with q = inf {p, Po}. In particular, if the group G is compact, T is o/ weak 
type (p, q). 

Let us recall th at every Banach space is of Rad cmache r typ e l. Then , 
GJ is of weak typ e (1, 1), becaus e it is clearly sublinear and it is given by a 
convoluti on, wh ich is invaria nt under trans lation s. 

The proof for the case of iii) impli es i) is analogous, by applying the 
suitable version of Stein 's results, concretely a corollary of Stein's theorem 
that can be found in the scalar valued version in Section VI.2 of [7] (a11d 
whose extension to the vector valued case is made in the same way as for 
Lemma 14). 

We can also characteriz e Lusin cotype property in terms of the finit eness 
almost everywhere of the generalized squa re funct ion of mart ingales. 

Theorem 15. Given a Banach space l3, the following sen tences are equiv
alent: 

i) l3 has martingale cotype q, 2 :S q < oo, 

ii) If f is a martingale boun ded in Lh , then Sqf < oo almost everywhere. 
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For the proof of this th eorem, we will use martinga le tra nsform ope rato rs. 
Let B00 and Be be two Banach spaces, (íl, F, P) be a probability space, and 
{ Fn}n:,:1 be a stochastic bas is. A multiplying sequence v = { vn}n21 is a se
quence of random variables with values in the space of linear continuous ap
plications between the Banach spaces, Vn : íl __, .C(Boc, BE), such that each 
Vn is Fn-1-measurable , and it is uniformly bounded , SUPn>1 llvnllL= < 

- L (B= ,BE ) 

oo. Given such a multipl ying sequence, define T the mar tingale tran sform 
operator given by v, as the one ass ignin g to each martingal e f th e tran s
formed martingale T f, defined as (T J)n = ¿~=l Vk dkf . It is proved in [11] 
that a for a martingale tra nsform operator severa! bou nd edness properti es 
are equivalent. In particular , weak type (1, 1) holds for T if and only if it is 
of strong type (p,p). 

lt is also prov ed in [11 J that, if T is a translation invarian t martin gale trans
form opcrator such that each term of its multipl ying sequence { vkh 2 1 C 

.C(B00 , BE) is a constant operator from B00 into Be, vk(w) = vk E .C(Boc, Be) , 
such that 

f* E L1 = Tf converg es a. e. , (15) 

it also vcrifics the inequalities in (14). T is translatio n invariant if for any 
ko EN, the sequence {vZºh:,: 1, v!º = Vko+k, defines a martingale transform 
opcrator n0 such that for any martingal e f bounded in Lk00 , 

ll(Tf) n llBE = llt Vkdkfll = llt Vku+kdkf\ \ = ll(Tkof)n llBE · 
k- 1 BE k-1 BE 

Now, !et Qq be the martingale transform op erator mapping B-valued mar
tingales into ei-valued martingales defined by the multipliying sequence 

{vkh>i , such that each vk is constant and for any b E B, vk(b) = (O, k.-:1l 
, O, b, O, ... ) is a vecto r in ci. Given a B-valucd ma rt ingale, we have 

n 

(Qqf)n = L vkdkf = (d¡f, dd, '' ' , dnf , o,''') E ci 
k = l 

ll(Qqf)nlle; = (t lldkf lli Y /q (Qqf)* = ll(Qqf) n lle; = 8~P Sqf 

We can now proc eed with the proof of The orem 15. That i) impli es ii) 
is obvious, as a consequence of the weak type (1, 1) of Sq, To prove th e 
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converse impli cation, we use that (15) implie s t he inequalities (14), applied 
to T f = Qqf, which is tran slation invariant and for J* E L1, 

a .e. as n, m ~ oo, 

since it is the tail of a convergent series (by ii)). 

7 Characterizations by the Lusin area function 

The classical Lusin area function in the toru s is dcfined as 

where r( z) is the convex domain with vertex z = ei8 and width 1, given by 

r(z) = {r~: O :Sr :S 1, ~ = eit, 10- ti :S 1 - r}, 

and the integrand is defined as in (1). It is proved in [19] that Lusin cotype 
property is also equival ent to the same inequalitie s alrea dy seen for Gq, but 
with the generalized Lusin area function Aq inst ead of Gq, The generali zed 
Lusin area function off E L~('lf), p E (1, oo) is defined for z E 1f as 

where r(z) is as above. As in the classical case , it holds (see [19] and the 
references therein) that for every function f and every () E 1f, 

(16) 

and also a simple calculat ion gives 

(17) 

where Cq is a constant just depending on q. In !Rn, t he generalized Lusin 
are a function is defined as 
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where r(x) is the cone with vertex x and width 1, 

r(x) = {(t,y) E JR~+l: t 2: O, lx -yl S t}, 

and the integrand is defined as in (11 ). As in the classical case, it also holds 
(see [18]) that for every funct ion f and every x E lRn, 

(18) 

and also a simple calculation gives 

(19) 

where Cq is a constant ju st depending on q. The following result states the 
characterizations of Lusin cotype property in terms of Lusin area function. 

Theorem 16. Given a Banach space B and q E (2, oo) , the following sen 
tences are equivalen t, when they hold for some or, equivalently, for any 
n 2: l. 

i) B is of Lusin cotype q. 

ii) Aq maps L~ 8 (JRn) into BMO(lRn). 

iii) Aq maps Hb(JRn) into L1 (1R"). 

iv) Aq maps L~(IR.n) into L~(JR") for any (or, equiv alently for some) p E 
(1, oo) . 

v) Aq maps BMOc,B(lR") into BMO(JRn). 

vi) Aq maps L§( lR") into L1•00 (1R"). 

vii) For every f E Lk(JR"), Aqf(x) < oo for almost every x E JR". 

These statements are also equivalent to the same ones with the Lus in area 
function in th e torus instead of Aq· 

To prove this theorem , observe that the Lusin area funct ion can be seen 
as the convolution of the B-valued function / with the L¡, ([O, oo) x B, dz/t )

B 

function kt(x), where B denotes the unit ball in lRn, given by 

ki(x) = ( (wz/(x), ('l/J;)\x), ... ' ('l/J~)\xl ) ' 
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where 
,P X - C lxl2 - n 

( )- (1 1? )n.tl ' 
X - + 1 2 

,j;Í(x) = C Xj 

(lxl2 + l)"+ª · 

and for any x, z E lRn, J.(x) = f(x-z), and for r¡ > O, r(x ) = ,fnJ('f). This 
function satisfies the assumptions of a regular Calderón-Zygmund kernel , so 
the equivalence of statements ii)-vi) is a conseque nce of Theorem 2. The 
equivalence of this stateme nts with statement i) is due to Theorem 10 and 
the inequaliti es (18) and (19). Finally, statement vi) clear ly implies vii), and 
by (18) and Th eorem 13 we get th at vii) implies i). 
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Fixed point theory 

the Picard operators technique 

Ad rian Petru§el 

Abstract 

The purpose of this synthesis is to present severa! results for sin
glevalued and multivalued operators using the abstract technique of 
( weakly) Picard operato rs. 

1 Notations and basic notions 

Th rou ghout this paper , the standard notations and term inologies in non
linear analysis are used. For the convenience of the reader we recall sorne of 
them. 

Let X be a non empt y set. Then: 

P(X) = {YI Y is a subset of X}, P(X) ={YE P (X )I Y is nonempty} 

Let f : X ---, X be an operator. Then Jº := lx , J1 := f, . .. , ¡n+1 = 
fo ¡n, n E N denote the itera te operators of f. 

Also, by Ff := {x E XI x = J(x)} we will denote the fixed point set of 
the operator f, while the set of ali nonempty invar iant subsets off will be 
denoted by I(f), i. e. I(f ) :={YE P(X) lf(Y) e Y}. 

Let (X, d) be a metric space . Then o(Y) := sup{d (a, b)I a, b E Y} and 

Pb(X) :={ YE P(X)I o(Y) < + oc}, Pc1(X) :={YE P (X)I Y is closed} , 

Pcp(X) :={YE P(X) I Y is compact} , Pb,c1(X) := Pb(X) n Pc1(X). 

Let (X, d), (Z, d') be metric spa ces and T: X --> P(Z) be a multivalued 
operator. Then, the symbol GraJT := {(x, z) E X x ZI z E T(x )} denotes 
the graph of T. A multivalued operator T is called closed if GrafT is 
a closed set. The multi valued operator T is called upper semicontinuou s 

2000 Math emat ics Subject Classification. 47Hl0 , 54H25, 47H04, 28A80. 
K ey words and phras es . fixed point, st rict fixed point, successive approximations , 

(weakly) Pica rd ope rato r, multivalued (weakly) Picar d operat or, fracta l ope rator. 
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(briefly u.s. c.) on X if and only if T+(V) := {x E XI T(x ) C V} is ope n, for 
each open set V e Z and it is said to be lowcr semicontin uous (briefly 1.s.c.) 
on X if and only if T-(w ) := {x E XI T(x) n W #- 0} is open, for each 
open set W e Z. If T is u .s.c. and l.s.c. on X then it is called cont inuous 
on X. 

The operator T: P (X) _, P(Z), defined by: 

T( Y) := LJ T( x), for Y E P (X ) 
x EY 

is cal!ed th e fractal operator generat ed by T. If T is a continuous mul t ivalued 
operator with compact values, then T is continuou s to o. 

If T : X ---+ P(X) then the set of ali nonemp ty invar iant subsets of T 
will be denoted by I (T ) :={YE P(X)IT(Y ) e Y} . 

A sequence of successive approximations of T st art ing from x E X is a 
sequence (xn)neN of elements of X with xo = x , Xn+l E T( xn ), for n E N. 

Th roughout t he paper Fr := {x E XI x E T (x)} denotes the fixed point 
set T, while (SF) r := {x E XI {x} = T (x)} is the st r ict fixed point set of 
T . 

Let X be a nonempt y set . Denote s(X ) := {(xn)neNIXn E X, n EN}. 
Let c(X) e s(X) a subset of s(X) and Lim : c(X ) ---+ X an operator . 

By definition the triple (X , c(X), Lim) is called an L-space (Fréchet [12]) if 
the following conditions are satisfied: 

(i) lf Xn = x, V n E N, then (xn)neN E c(X) and Lim(xn)neN = x . 
(ii) If (xn)neN E c(X) and Lim(xn)n eN = x, then for ali subseq uences, 

(xn,l ieN, of (xn)neN we have that (xn.li eN E c(X) and Lim(xn.J ieN = x . 
By definition an element of c(X) is convergent sequence and the limit of 

this sequcnce is x := Lim (xn)neN and we write Xn ---+ x as n---+ oo. 
In what follow we denote an L-space by (X ,-, ) . 
The following (generalized) functionals are import ant for the main sec

tions of the paper. 
The gap functional 

(1) D : P(X) x P(X) -, IR+ U {+oo} 

_ { inf{d( a ,b)I a E A, b E B}. 
D(A,B)- O, 

+ oo, 

8 generalized functional 

A cf.0 #- B 
A= 0 = B 
otherwise 

(2) 8: P (X) x P( X) -, 11!!+ U {+ oo}, 
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.5(A,B) = { s0u,p{d(a,b)I a E A , b E B} , A i- 0 i- B 
othe rwise 

The excess generalized functional 

(3) p: P (X) x P(X)-, lR+ U {+x} 

{ 
sup{ D(a,B)I a E A}, A i- 0 i- B 

p(A, B ) = O, A = 0 
+oo, B = 0-/-A 

Pompeiu-Hausdorff generalized functional 

(4) H : P(X) x P(X)-, iR+ U {+oo } 

{ 
max{p(A, B), p(B , A)}, A i- 0 i- B 

H(A, B) = O, A = 0 = B 
+oc, othewise 

For more details and basic results concernin g the above notions see for 
example [5], [6], [8], [15], [16], [17], [20], [43], etc. 

2 Picard operators and weakly Picard operators 

Definition l. (I.A. Rus [371) Let (X, ->) be an L-space. An operator f : 
X -, X is, by definition, a Picard operator if: 

(i) F¡ = {x *}; 
(ii) r(x) -t x* as n-> x, for ali X E X. 

Example 2. Let (X, d) be a complete metric space and f : X -> X an a
contmction, i. e. a E]O, l[ and d(f(x), f(y)) :e; a· d(x, y ), for each x, y E X. 
Th en the opemtor f is Picard. (Banach-Caccioppol i) 

Exampl e 3. Let (X, d) be a compact metric space and f : X -> X satisfying 
d(f(x),f(y)) < d(x ,y), fo r ali x,y E X with x ,f. y. Then the opemto r f is 
Picard. (Nemytzki-Edelstei n} 

Example 4. Let (X, d) be a complete geneml ized metri c space (d(x , y) E 

an A-contraction , i. e., d(f( x) , f(y)) :e; Ad( x,y) , for ali x,y E X, then it •. 
is Pi card opemtor. ( Perov ) 

lR'¡') and A E Mmm(lR+), such that, An -> O as n -> oo. If f : X -> X is i 
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Example 5. Let (X , d) be a compl ete m etric space and f : X -, X be a 
Meir -Ke eler type operator, i. e. far each r¡ > O there exists ó > O such that 
x,y E X, r¡ :S d(x,y) < r¡+ 8 we have d(f(x),f(y)) < r¡. Then f is a Picar d 
operator. (Meir-Keeler) 

Another important concept is: 

Definition 6. Let {X , -,) be an L-space. By definit ion, f : X -, X is 
called a weakly Picard operator if the sequence (¡n(x ))nEN converges for ali 
x E X and the limit {which may depend on x ) is a fixed point off. 

Example 7. Let (X, d) be a comple te metric space and f : X -, X such 
that f is closed and there is a E]O, 1[ with the property d(f(x),f 2 (x)) :S 
a· d(x, f(x)), far each x E X. Then f is a weakly Picard operator. 

Example 8. Let (X , d) be a complete metric space, f : X-, X an operator 
and <p: X---, IR+ a fun ction. We suppose that: 

(i) the operator f satis fies the Car isti condition with respect to <p, i.e., 

d(x,f(x)) :S <p(x) - ip(f(x)) , far all x E X 

(ii) the operator f is closed. 
Then f is a weakly Pic ard operator. 

In I. A. Rus [41] (see Th eorem 4.2) the following charac terization theorem 
for th e class of weakly Picard opera tors was proved: 

Theorem 9. Let (X , _,) be an L- space and f : X -, X an operator. Th e 
operator f is weakly Pícard operator if and only if there exists a partition of 

X, X= LJ X>,, su ch that 
.\EA 

(a} X>, E J(f) , V>. E A; 
(b} the restriction off to X>,, flx, : X>,-> X>,, is a Picard operator, for 

all >.EA. 

In [41] th e basic theor y of Pi card and weakly P icard operators is pre
sented. 

3 Multivalued weakly Picard operators 

In a similar way with the singlevalued case, the following not ion was 
int roduced. 
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Definition 10. (Rus-Petru~el-Sintamarian [45]) Let (X , --->) be an L-space. 
Then T: X-, P(X) is a multivalued weakly Picard opcrator (briefly JvIWP 
operator) if for each x E X and each y E T(x) there exists a sequence 
(xn)nEN in X such that : 

i) XQ = X, X¡ = y 
ii) Xn+! E T(xn) , foral! n EN 
iii) the sequence (xn) nEN is convergent and its limit is a fixed point of T . 

Example 11. Let (X,d) be a complet e metric space and T: X---> Pc1(X) a 
Rei ch type multivalued opemtor , i. e. there exist a:, {3, 'Y E IR+ with a:+ f3 + 
'Y < 1 such that 

H(T(x), T(y)) ~ a:d(x,y ) + f3D(x, T(x)) + 1 D (y, T (y)), far all x , y E X. 
Then T is a MWP opemtor. (Reich {35}) 
Let us remark that if f3 = "; = O, then T is sai d to be a multivalued 

a:-contmction. 

Example 12. Let (X, d) be a comp lete metric space and T¡ , T2 : X ---> 
Pc1(X) f ar which there exists a: E ] O,! [ such that 

H(T1(x ), T2(y)) ~ a[D(x, T1(x)) + D(y , T2(y))], 

for each x, y E X. 
Then T1 and T2 are MWP opemtors. (Sintamií ri an [47}) 

Example 13. Let (X, d) be a complete metric space and T: X---> Pc1(X ). 
Suppo se that there exista:,{3 E IR+, witha: +2{3 < 1 such that: p(T(x),T(y)) ~ 

a:d(x , y)+ {3(D (x, T(x)) + D (y , T(y))) far ali x, y E X. 
Th en T is a MWP opemtor. (Wang {51}) 

Example 14. (Petru§el {31}) Let (X, d) be a genemlized complete metric 
space, (i. e. d(x , y ) E IR'¡'} and T : X ---> Pc1(X ) be a multivalued A
contmction, i.e. there exists A E Mmm(!R) such that An -+ O, n ---> oo 
and far each x,y E X an d each u E T(x) there exists v E T(y) such tha t 

d(u,v) ~ Ad( x, y). 
Then T is a MWP opemto r. 

Example 15. Let X be a compl ete gauge space and consider T X ---> 

Pc1(X). Suppose ther e exist constants a¡ = {a1,a}aEA E [O, l[A, a2 = 

{a2,a}aEA E [0, l[A, a3 = {a3,a}aEA E [0, l[A, a4 = {a4,a}aEA E [0, l[A, 
a5 = {a5,a}aEA E [O, l[A such that far every a: E A and every x, y E X the 

H 0 (T(x), T(y)) ~ a1,aD 0 (x, T( x)) +a2,oD a(Y, T (y )) +a3,,Do (Y, T(x))+ ~ 

a4,0 D 0 (x , T(y))+as ,0 d(x, y) , where for every O: E A, a1,a+a2 ,a +a 3,a+a4,a + 

following condition is satisfied: i 
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a5,0 < 1 , a1,0 + a4,0 +a 5,0 > O , a2,o:+a3,0 +a5,a > O and with either a¡,0 = 
a2,a or a3,a = a4,0 , 

Th en T is a MWP operator. (Agarwal-O'Regan /1}) 

In [31] other example s of MWP operators are pr esented. 
Let (X, d) be a metri c spa ce and T 1 , T2 : X-> P (X ) be two multi-valu ed 

operators such that the fixed points sets Fr , and Fr 2 are nonempty and ther e 
exists 1) > O with the prop erty H(T 1 (x), T2(x )) :S 17, for all x E X. The data 
dep endence problem for th e fixed point set of a mult ivalued operato r is to 
estí mate H(F r,, Fr 2 ). 

Severa! partial answers to this probl em are given in Lim [24], Wang [51], 
Rus [41], Rus-Mure§an [42] and Rus-Petru§el-Sint ámária n [44]. 

In what follows we shall study the data dep endence problern for a special 
class of multivalued weakly Picard operators. 

Let us recall the following important notion: 

Definition 16. Let (X, d) be a metric spac e and T: X -, P(X) be an MWP 
operator. Th en we define t he multiv alued operat or T 00 : Graf(T) _, P (Fr) 
by the formula T"" (x, y) = { z E Fr I t here exists a sequence of successive 
approxirnations of T starting frorn ( x, y) that converge s to z } . 

An important concept is given by the following definition: 

Definition 17. Let (X, d) be a rnetric space and T : X -, P(X) an MWP 
op erator. Then T is a c-multivalued weakly Pi card operator (briefly c
MWP operator) if and only if there exists a select ion t00 of T 00 such th at 
d(x, t00 (x , y)) :S e d(x, y) , for ali (x, y) E Graf(T). 

Further 011 we shall present sorne exarnples of c-MWP operators. 

Example 18. Let (X,d) be a complete metric space and T: X-, Pc1(X) 
be a multivalued a-cont raction (O < a < l). Th en T is a c-MWP operator, 
where e = (l -a )- 1 . 

Example 19. Let (X,d) be a complete metric space and T : X -, Pc1(X) 
be a multivalu ed R eich type operator. Then T is a c-MWP operator, where 
e = (1 - 1 ) [l - (o:+ ,g + ,)¡ -1. 

An irnportant abstrac t result is the following: 

multivalued operators. We suppose that: •. 
i) Ti is a Ci-MWP operator, f or i E {1, 2} 

Theorem 20. Let (X,d ) be a metric space andT1 , T2 : X -, P(X) be two i 
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ii) there exists r¡ > O such that H(T 1(x),T2(x) ) ::; r¡, for ali x E X. 

Then 
H(Fr 1 ,Fr,)::; r¡ max { e¡, c2 }. 

Proof. Let t; : X -> X be a selection of T;, i E {l , 2}. We remark th at 

H(Frt> Fr, ) ::; max { sup d(x, t¡"'(x, t 1 (x))), sup d(x , tf(x, t2 (x))) }. 
xE Fr 2 xEFT 1 

Let q > l. Th en by we can choose t;, for i E { 1, 2} , such th at 

d(x,t¡"'(x ,t 1(x))) :Se¡ q H(T2(x),T1 (x)), for ali x E Fr,, 

and 

d(x,tf(x , t2(x))) :S c2 q H(T1(x) ,T2(x)), far ali x E Fr 1 . 

Thus , we have 

H(Fr , ,Fr,)::; q r¡ max {c1, c2}. 

Letting q ".,. 1, the proof is comp let e. 

Let us consider sorne consequcnccs of this rcsult. 

o 

Theorem 21. Let (X,d ) be a complete metric space and T: X-> Pc1(X) 
be a multivalued operator satisfying the f ollowing two assumptions: 

a) there exista, /3,"f,µ EIR+ witha + /3+ 1+2µ< 1 such that: 

H(T x, Ty) ::; ad(x, y) + /3d(x , Tx) + -yD(y, Ty) + µD(x, Ty) 

for each x E X and each y E T(x) 
b) 

i) T is el o sed, or 
ii) there exists a continuous function ,jJ : rn:.t -> IR+ such that: 

1) H(T x, Ty) ::; ,/J(d(x, y), D(x, T x ), D(y , Ty ), D (x , T y), D(y, T x)), Jor 
each x ,y E X 

2) ,/J(O,O,r ,r,O) < r ifr > O 
3) IJ u 1, u 2, v1, v2 E IR with u1 '.S u2 and v1 :S v2 then ,jJ(u, u 1, v, w, v¡) ::; 

,jJ(u , u2,v,w,v2) for all u,v,w E IR+· 
Then T is a c-M WP operator. (with e= 1_;~J~~'_2µ .) 

Remark 22. Theorem 21 generalizes several 1.--nown results in the literature, 
such as Nadler (29/, Covitz-Nadler (11/, Reich (35/, I. A. Rus (38/, etc. 
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4 Multivalued Picard operators 

The notion of multivalued Picard operator is now presented. 

Definition 23. (Petrm¡el-Rus [34]) Let (X, d) be a complete metric space 
and T: X----> P(X). By definition, T is called a multi valued Picard operator 
(MP operator) if: 

(i) (SF)r = Fr = {x*} 
(ii) Tn(x)----, {x*}, as n ----> oc, for each x E X. 

Example 24. Let T: X ----> Pc1(X) be a multivalued 6-Reich type operator, 
i.e. there exista:, /3, -y E IR+ with a:+ f3 +-y< l such that: iS(T(x), T(y)) :S 
a:d(x, y) + {JD(x, T(x)) + -yD(y, T(y)), far all x, y E X. Then T is a MP 
operator. (Reich /35}} 

Definition 25. (Tarafdar-Yuan [50], see [54]) Let X be a topological space 
and T: X ----> Pc1(X). Then T is said to be a topol ogica l contraction if: 

a) T is u.s.c . 
b) for each Y E Pc1(X) with T(Y) = Y it follows that Y is a 

singleton, i. e. Y = {x*}. 

Then we have: 

Theorem 26. If (X,d) is a compact metric space and T: X----> Pc1(X) is 
a l.s.c. topological contraction, then T is a MP operator. 

Prooj. T being cont inuous it foltows that T is a cont inuous operator from 
Pcp(X ) to itself. Jvloreover i' is a (singlevalued) topo logical contraction 
( since 'Í'(Y) = Y implies T (Y) = Y and so Y = { x*}) and so t ak ing into 
account of Corollary 9.3.16. from Yuan [54], page 559, we obtain that there 
exists an unique fixed poin t A * E Pc1(X) of T and Tn(Y) converges to A*, 
for each Y E Pc1(X). 

On the other side, from Tarafdar-Yuan theorem [50], (see Yuan [54), page 
559, Theorem 9.3.14.) app lied to T , we have that there exists an unique 

x* E X such that T(x*) = {x*} = n rn(X) . Let x E Fr be arbitrary. 
n >O 

Then X E T(x) C T 2 (x) C · · · C rn(x) C · · ·. So, X E rn(x) C rn(x), for 
each n E N. Hence x = x* and so Fr = (SF)r = A* = {x*}. D 

5 Iterated function systems 

If f;, i E {1, ... ,m} are continuous operators of X into itself , then a 
nonempty compact set Y in X is said to be self-similar if it sat isfies the 
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m 

condition Y = LJ f;(Y). Obviously, we may regard the above relation as 
i=l 

a fixed point problem for the operator Ti : (Pcp(X), H) -> (Pcp(X), H) 
m 

defined by T1(Y) = LJ f;(Y). Then J = {f¡ , h, ... , fm} is said to be an 
i=l 

iterated function system (briefly IFS). 
The Hausdorff dimension of a self-similar set Y is not, in general , an 

integer. For this reason, Y is a fracta l and Pcp(X) is called the space of 
fracta ls. Th e mathematical study of self-similar sets in connect ion with the 
mathematics of fractals was initiated by Mandelbrot and then developed by 
Barnsley, Hutchinson and Rata. 

Definition 27. Let f; : X -, X, i E {1, ... , m } be a finite family of 
continuous operators. Let us define T¡ : (Pcp(X) , H ) -> (Pcp(X), H ) by 

m 

T¡(Y) = LJ f;(Y). Then, T¡ is th e Barnsley-Hutchinson operator generated 
i=l 

by the iterated function system J = (!1, h, ... , fm). 

Theorem 28. (Barnsley-H utchinson {7}, {18}} Let (X, d) be a complete met
ric space and Íi : X -> X be a; -contractions, for i E { 1, 2 , ... , m}. Then the 
Barnsley-Hutchinson operator T¡ genernted by the it erated function system 
f = {!1, h, ... , fm} is a m_ax (a;)-contraction on the complete metric space 

l :S:i:5m 

(Pcp(X), H) and has a unique fixed point (i . e. a self-similar set for f } 
A' E Pcp(X). Moreover, for each compact subset Ao of X the sequence of 
successive approximations (Tl(Ao))n EN converges to A '. 

Remark 29. By definit ion, the set A' is called the attractor of the system 
f = (f1,Í2,···,Ím). Hen ce, previous theorem is an existence result of an 
attractor. 

Remark 30. The similarit y dimension d5 (A') of a self -similar set A ' cor
responding to an iterated fu nctions system f = {J¡, h, ... , f m}, where Íi is 
an a;-contraction, for each i E { 1, 2, ... , m}, is defined as the unique posit ive 
root of the equation ¿;'.!,1 af = l. It is known that d,(A') 2: dH(A'), fo r 
each self-similar set A', where dH(A') deno tes the Hausdorff dimension of 
A*. The answer when the previous inequality becomes an equality was given 
by Hutchinson. 

to be an a-similar contracti on if a E]O, l[ and 11/(x) - f (y)II =a· llx - YII, ~ 

Definition 31. Let X be a Banach space. The opera tor f : X -> X is said 1 
for each x, y E X. 
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Lct X = ¡¡¡:.n. Then the IFS f = (f¡ , h , ... , fm) sat isfies the open set 
conditi on if th ere exist s a nonempty bound ed open set U of ¡¡¡:.n such that 
f;(U) e U, for each i E {l , 2, ... , m} and f; (U) n f 1(U ) = 0, for i f. j. 

Theorem 32. For a self -simi lar set A* E Pcp(IR:.n) defined by a Jamily of 
simi lar contractions which satisfies the open set condi tion, we have that 
ds(A*) = dH(A*). 

Example 33. Consider the mappings f¡, h : IR --> IR defined by: 

X 

J¡(x ) = 3' h(x) = 1- = 
3 

1 
then it ·is easily to see that f¡, h are 3-contra ction mappings, having an 

unique fixed point A*. Th e set A* is self-s imi lar. Mo reover, it is a fra ctal, 
namely the well-known Canto r set , i. e. 

A * = { X E [O, l]I X = t ;~, an E {0,2}} . 

The similarity dimensi on d is the positive solut ion of the equation: (}) d + 
O)d = 1 and we obtain d = dims(A*) = ~-

Example 34. Let f¡ , h : IC ---, IC be mappings 

f¡(z) = wz, h( z ) = w(z - 1) + 1 

h 1 .vÍJ Th f f 1 . . h . w ere w = 2 + 26 . en 1, 2 are )3-contrac tion mappmgs avmg as 

unique self-similar set the set A *, which is the K och curve . This set is a 
fractal too and its simila rity dimension is dims(A*) = ~ -

For oth er exam ples and relat ed results see the nice book of Yarnagut i, 
Hata and Kigami [53]. 

It is well known (see Example 5) that a Meir-Keeler type operato r on a 
complete metric spacc is a Picard operator. 

Theorem 35. (Petnt§el /33}) Let (X, d) be a complete metric space and 
f; X---, X, far i E {1, 2, ... ,m } are Me ir -Keeler type operators. Then 

operator and hence FT 1 = {A*} and (Tj'(A))nE N converges to A* , far each -. 
A E Pcp(X). 

the fractal operator T¡ : (Pcp(X ), H) ---, (Pcp(X ), H ) is a Meir-Keller type i 
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Proof. We shall prove that for each 1) > O there is 5 > O such that the 
following implication holds 

17 :S H(A ,B) < 17 + 5 we havc H(T (A), T (B )) < 17. 

Let us consider A, B E Pcp(X) such that 1) :S H (A, B ) < 1) + 5. 
If u E T(A) then there exists j E {1, . . . ,m} and x E A such tha t 

u= fJ(x ). 
For x E A we can choose y E B such that d(x, y) :S H(A, B) < 17 + 5. 

We have the following alternat ive: 
If d(x, y) ~ 1) then 1) :S d(x, y) < 1) + 5 impli es d(fi (x ), f1 (y)) < 1). Hencc 

D (u, T(B)) :S d(u, ÍJ(Y)) < 17. 
On the other hand , if d(x, y) < 1) then from the definition of the Meir

Keeler type operator we have d(fj(x),JJ(Y )) < d(x,y ) < 17 and again the 
conclusion D(u , T(B) ) < 17. 

Because T(A) is compact we have th at p(T(A), T (B) ) < 17. 
Int erchanging th e roles ofT(A) and T(B) we obta in p(T(B),T(A)) < 17 

and hence H(T(A), T(B)) < 17, showing the fact that T is a Meir-Keeler
type operator. From Meir-K eeler fixed point result (Example 3) we obtain 
t hat there exists an unique A* E Pcp(X) such that T (A* ) = A*. O 

Remark 36. It is an open pro blem to compute the Hausdorff dim ensio n of 
the self-similar set in the above theorem. 

6 Iterated multifunction syste ms 

Let (X, d) be a comple te metric space and F1, .. . , Fm : X ----> P (X) be 
multivalued operators. 

The system F = (Fi, . .. , Fm) is called an iterated multifunction system 
(briefly IMS). 

If F = (F 1, ... , Fm) is an IMS such that each Fí : X -> Pcp(X) is 
u. s. c., for i E {1, .. . ,m} th en P: X -> Pcp(X ) given by th e formul a 

m 

F(x) = LJ F;(x) , x E X is called th e Barnsley-Hutchinson multifun ction 
i= l 

generated by the IMS F . 
In the same setting , an operator Tp : Pcp(X) ---+ Pcp(X), defined by 

Tp(Y) = LJ F;(Y) is called t he multi-fractal operator generated by the I.MS 
i=l 

F. A fixed point of Tp is, by definiti on, a multivalu ed frac tal. 
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Example 37. Jf F; : X _, Pcp(X) are multivalued a;-contractions (for 
i E {1, ... , m}) then the multi-fractal operator Tp is a single-valued a
contractian (where a = max a;) and hence it is a Picard operator. The 

t:=;i~m 

unique fixed paint Aj;, E Pcp(X) of Tp is a multivalued fractal. Aj;, is also 
called an attractor of the IMS F. (Nadler [29}} 

Example 38. Let (X, d) be a complete metric space and 'P: [O, oo[--> [O, oc[ 
such that: 

(i) 'P is continuous and nonde creasing 
(ii) ip(O) = O and O< ip(t) < t, for each t > O 
(iii) t~~ (t - ip(t)) = (X), 

An aperatar f : X _, X is said to be strict ip-cont raction or weakly 
cantractive if far each x , y E X we have d(f (x), f(y )) :C: ip(d(x, y)). 

A multivalued operato r T : X -, Pcp(X) is said to be multivalued strict 
ip-contraction or multivalued weakly contractive if for each x, y E X we have 
H(T( x ),T(y)) :C: ip(d(x,y)) . 

lf F is an IMS of stri ct ip-contractions, then the mu/ti-fractal operator Tp 
is a strict ip-contractian having an unique multivalued fracta l Aj;,. Moreover 
Tp is a Picard operator. (Browder {10}, Boyd-Wong {9}, Andres-Fiser [4/, 
Rhaades {36}, Rus {37}.) 

Example 39. (Petru§el {30}) F: X _, P(X) is a multiv alued Meir-Keeler 
type operator if: 

for each r¡ > O there exists ó > O such that x ,y E X, r¡ :C: d(x,y) < 
r¡ + ó we have H(F( x ), F(y )) < r¡. 

It is known that any multivalued Meir -Keeler type operator is contractive 
(i.e. H(F(x),F(y)) < d(x,y), far each x,y E X , with x I y) and hence u. 
s. c. 

Jf F = (F¡, ... ,Fm) is an IMS with F; : X _, Pcp(X) satisfying to a 
Meir-Keeler type conditio n, fari E {1, ... , m} then the mu lti-fractal operator 
Tp is a (singlevalued ) Me ir-Keeler operator and has an unique multivalued 
fractal Aj;,. Moreover, Tp is a Pi card operator. 

For th e case of iterated multifunction systems, there are import ant con
tributions of Andres-Fiser [4], Andres-Górniw ewicz [3], Jachymski [19], La
sota-.Myjak [21], [22], etc. 

An important abstract result is: 

Theorem 40. (Petru§el [31/) Let F = (F¡ , ... , Fm) be an IMS such that 11 
F;: X_, Pcp(X) is u. s. c. and MWP operator, for i E {l, ... , m} . ~ 
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Consider the Bamsley-Hutchinson multifunction F: X-+ Pcp(X) F(x) = 
m 

LJ Fi(x) , x E X, generat ed by the IMS F and the mult i-f ractal opera tor Tp 
i =l 

generated by the same IM S F = (F1 , ... , Fm), i .e. Tp : Pcp(X) -+ Pcp(X), 

Tp( Y) = LJ Fi(Y) , far each Y E Pcµ(X). 
i=l 

Then we have: 

i) t is u. s. c. 
ii) F is MWP operator. 

iii) Tp = T¡,. 

Remark 41. From iii) of the abave theorem we can con clude that the dy
namics aj the IMS F = (Fi, ... , Fm) coincid e wit h those generated by an 
unique operator F. So we will consider far the rest of th e paper the case of 
an unique multivalued operator . 

Th e following result was estab lished in [34]. 

Theorem 42. (Petru§ el-R us (34}) Let (X, d) be a complet e metric space 
and U<;; Pc1(X) be such tha t x E X implies {x} E U. Let T: X-> U be 
an u. s. c. multival ued operato r such that A E U impl ies T(A) E U . We 
suppose that T : U -> U is a Picard operato r and denot e by Aj, the unique 

fixed point of T. Then: 

(i) Fr e Aj, and Aj,= LJ Tn (x ), far each x E Fr . 
ne N· 

(ii) IJT( x ) E Pcp(X), f ar each x E X th en Fr isa compact set. 
(iii) IfT(Fr) = Fr and Fr E U then lim Tn(x ) = Fr, far each x E X. 

n- oo 

(iv) If (SF)r f. 0 then Fr = (SF)r = {x*}. 

Praof. (i) Let x E Fr. Then we have x E T(x) e T 2 (x ) e · · · e rn(x) e · · 
So, x E Tn( x), for each n EN and lim T n(x) = LJ T n (x) . 

n - oo 
neN• 

(ii) From the comp leteness of t he space (Pcp(X) , H ) and the upp er semi
continuity of T it follows that Aj, E Pcp(X) . From (i) Fr C Aj,. On the 
other hand Fr is a closed set and hence it is compact too. 

(iii) The conclusion follows using the fact that Fr = Aj,. 
(iv) Let x* E (SF)r. Then {x'} E U and T(x*) = {x*}. Hence we have 

that A j, = {x'} and from (i) we get the conclusion Fr = {x'}. O 

Let us discuss now sorne parti cular cases: 
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Corollary 43. If U = Pcp(X) and T is a multivalued contraction, then 
Theorem 42 contain some already known results, but obtained by other tech
niques, as follows: 

a) assertion (ii} was proved by Saint-Raymo nd (46/. 
b) assertion (iv) is from J. A. Rus (37}. 

Corollary 44. If U = Pq,(X) and T is a multival ued stri ct <p-contraction1 

then the fract al operator T is a (singlevalued) 8/rict <p-contraction . Hence T 
is a Picard operator and we get all the conclusions of Theorem 42 

Corollary 45. If U = Pcp(X) and T is a mu ltivalued Meir -Keeler operator, 
then T is a (singlevalued} Meir -K eeler operator and hence a Picard operator. 
So the conclusions of Theorem 42 hold. 

Far example, an new interesting result follows , namely that the fixcd 
point set aj the Meir-Keeler multifunction with compact values is compact. 

In order to consider thc cases U = Pb,c1(X) and U = Pc1(X), Jet us 
define another fractal ty pe operator. Again (X, d) is a metr ic space and 
T: X -, P(X) a multivalued operator. Th en T: Pc1(X) -, Pc1(X), given 
by 

T(Y ) := LJ T(x), for Y E Pc1(X) 
xEY 

is called the extended fracta l operator generated by T. 
We have: 

Theorem 46. Let (X, d) be a complete metric space and U 5; Pc1(X) be 
such that x E X implies { x} E U. Let T : X _, U be an u. s. c. multivalued 
operator such that A E U implies T (A) E U. We suppose that t: U _, U 
is a Picard operator and denote by Ay its unique fixed point . Then : 

{i) Fr C Ay and Ay= LJ T n(x), far each x E Fy . 
nEN "' 

{ii) IJT(Fr) = Fr and Fr E U then lim Tn(x ) = Fr, far each x E X. 
n~oo 

(iii) If (SF)r # 0 then Fr = (SF)r = {x*}. 

Proof. (i) Let x E Fr. Then we have x E T(x) e T 2 (x ) e ··· e Tn(x) e .. 
Hence x E P( x), for each n E N. Th en we get x E LJ T n(x ) = }) ... 1;;, Tn(x) . 

n EN • 

But Ay is the uniqu e fixed point of t and t is Picard . So, for each Ao E U 
t he sequence of successive app roximations fn(Ao) converges to Ay. Takin g 
A0 = {x} we obtain that f n(Ao) = fn({x} ) = T n(x) . Hence lim P(x) = 

n~oo 

Ay and we got the desir ed conclusions: x E Ay and LJ Tn(x) = Ay. 
n EN ' 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

189

(ii) T(Fy) = Fy and Fy E U implies that T (Fy ) Fy and hence 
Fy =Aj,= lim Tn(x) , for each x E X. 

n- oo 
(iii) If (SF)T f- 0 !et x* E X with {x*} = T ({x*}). Then {x*} = 

T( { x*}) and so Aj, = { x*}. Then conclusion follows now by (i). D 

Remark 47. The above theorem works at least f or the fo llowing particular 
cases: 

1) !JU= Pb,c1(X) and T is a multivalu ed a-con traction. In parti cular, 
we obtain that Fy is bounded. 

2) If U= Pb,c1(X) and T is a multiva lued str ict<p-contrac tion. Again , 
we can observe that Fy is bounded. 

3) If U= Pc1(X) and T is a multivalued a-contracti on. 
4) If U= Pc1(X) and T is a multivalued strict ¡p-contraction. 

Remark 48. If U = Pb,c1(X) or U = Pc1(X) and T a multivalued Meir
K eeler operator , it is an open question if T is a Picard operator. 
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Equilateral sets in finite-dimensional 

normed spaces 

K onrad J. Swanepoel * 

Abstract 

This is an expository paper on thc largcst size of equilateral sets in 
finite-dimensional normed spaces. 

1 Introduction 

In this pape r I discuss sorne of the more important known results on equi
lateral sets in finite-dimen sional normed space s with an analytical flavour. I 
have omitted a discussion of sorne of the low-dimcn siona l results of a discrete 
geometric nature. The omission of a topic has no bear ing on its importance , 
only on my prejudices and ignorance. Thc following t apies are outside the 
scope of this papcr: a lmost-equilateral sets , k-distanc e sets, and equilat
eral sets in infinite dimensional spaces . However , see the last section for 
references to th ese tapi es . 

I have includ ed th e proofs that I find fascinating. The arguments are 
mostly very geometricaJ , using results from convex geometry and the local 
theory of Banach spa ces, and also from algebrai c top ology. In the case of the 
Jip-norm the known result s use tools from linear algebra, probability theory, 
combinatorics and appro ximat ion theory. 

Equilat eral sets have been applied in differential geometry to find mini

mal surfaces in finite-dim ensional norm ed space s [24, 28]. 
Throughout th e pape r I sta t e problems. Perhaps sorne of th em are easy, 

but I do not know t hc answer to any of th em. 

1.1 Definitions 

A subset S of a metri c space (X, d) is >.-equilatem l (>. > O) if d(x, y ) = >. 
for ali x, y E S, x -/e y. Let eA(X) denote the lar gcst size of a >.-equilat eral 

·Thi s mat erial is based upon work supported by t hc Nationa l Research Foundation 
und cr Grant numb er 2053752. 
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set in X , if it exists, other wise set e.x(X) = oo. If X is compact t lien it is 
easily seen that e.x(X) < oo for each .\ > O. 

In a norm ed space X , if S is .\-eq uilat eral , t hen X S is µ-equilateral 
for any µ > O; thus th e specific value of .\ <loes not matter, and we only 
writ e e(X). If X is finite -dimensional, then e(X ) < oo. In the remaind er 
of the paper we abbre viate finite-dimensional norm ed space to Minkowski 
space. The Bana ch-Ma zur distance betw een two Banach spac es X and Y 
is th e infimum of ali e c". 1 such th at th ere exists a linear isomorphi sm 
T : X _, Y satisfying IIT II IIT - 1 11 :S: c. In t he finite-dimensional case, this 
infimum is of course atta ined. We always use n to denote t he dimension 
of X , and m th e size of a set. We use IR for th e field of real numb ers, IRn 
for t he n-dimension al real vector space of n-dim ensional column vector s, 
and e, for the ith standard basis vector which has 1 in position i and O in 
ali other positions. Th e transposc of a matri x A is denoted by A1'. For 
a set S <;; IR.n, conv (S), int (S) , vol(S) denote s its convex hull , inte rior , and 
Lebesgue measure (if S is measurabl e), respect ively. By log x we denote thc 
nat ura l logarithm, and by lg x the logarit hm with base 2. 

1.2 Kusner's questions for the CP norms 

On IRn the f:p norm is defined by 

if 1 < p < oo, and for p = oo by 

ll(x¡ , x2 , . . . , Xn)lloc := max{j x;I : i = 1, .. . , n }. 

We denote the Minkowski space (IRn, ll·llp) by e;. Th e €p distance between 
two point s a, b E IRn is lla - bllp- Thu s Euclid ean space is~-

Th e following lower bou nds for e(e;) are simple: 

• Since {±e ;: i = 1, ... , n } is 2-equi latera l in /!'{, we have e(en c". 2n . 

• For any p E (1, oo} and an appropri ate choice of .\ = >.(p) E IR, the set 

n 

{e1,e2 , ... ,en,>. Le ;} 
i= l 

is 21/P-equilateral in e;; hence e(e;) c". n + l. 
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• {(é¡, ... ,én) : éi = ±1 } is 2-equilateral in~; th us e(C~) 2: 2n. 

A theorem of Petty [29] (see Section 2.1) states tha t e(X) :S: 2n if the 
dimension of X is n ; thi s then gives e(e~) = 2n. Ku sner [20] asked whether 
e(í'¡) = 2n and e(e,;) = n +l holds for all l < p < oc. For pan even integer it 
is easy to show an upper bound of about pn using linear algebra ( observation 
of Galvin; see Smyth [33]). It is possible to impro ve this upper bound to 
about pn/2, and in the particular case of p = 4 to show e(e.';') = n+l [37] (sec 
Section 6.1). For 1 < p < 2 there are examples known showing e(e;) > n + 1 
if nis sufficiently large (depending on p) [37] (see Secti on 3.2). On the other 
hand if pis sufficiently near 2 (depending on n) , then e(e,;) = n + l. Smyth 
[33] gives a quantitati ve estímate (sce Section 4.2) . 

The abovc results are not difficult; to improve the 2n upper bound for 
e(e; ) turned out to need deepcr results from analysis and linear algebra. The 
first brcakthrough carne when Smyth [33] combined a linear algebra method 
with the Jackson th eorems from approximation t heory to prove e(e;) < 
cpn (p+l )/(p-l) for 1 < p < oc. Then Alon and Pudlák [1] combin ed Smyth 's 
method with a resu lt on the rank of approximations of the identity mat rix 
(the rank lemma; see Section 6.2) to prove e(e,;) < cpn (2P+ 2)1(2p-l) for 1 -e; 
p < oo. For the C1 norm Alon and Pudlák combined the rank lemma with 
a probabilistic argument (ra ndomized rounding ) to prove e(C1) < cnlogn , 
and more generally e(e,;) < e¡,nlogn ifp is an odd integer. 

Finally we mention tha t it is known that e(Cr) = 6 (Bandelt et al. [3]) 
and e(et) = 8 (Koolen et al. [23]). We do not discuss the proofs of these two 
result s. 

Problem 1 (Kusner). Prove (or disprove) that e(Cr) = 2n for n 2: 5. 

Problem 2 (Kusner) . P rove (or disprove) that e(e,;) = n + 1 for p > 2 
(p -1-4). 

Problem 3. Prove (or disprove) that e(e;) < en f or l < p < 2. 

2 General upper bounds 

We now need the following notions from convex geometry. A polytop e is 
a convex body that is the convex hull of finitel y many points. A face of a 
convcx body C is a set F <;;: C satisfying the following property: 

If a segment ab ~ C int ersec ts F, then ab <;;: F . 
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The following are well-known (and easily proved) facts from convex geome
tr y : 

l. Every point of a convex body C is contained in t he relative interior of 
a unique face of C. 

2. The faces of a polytope forms a ranked finite lat ti ce, with dimension 
as rank function. 

3. The 1-dimensional faces are called verti ces, and t he (n -1)-dim ensional 
faces fa cets. 

4. Any (n - 2)-dimensional face is contained in exact ly two facets. 

A parallelotope is a tran slate of the polytope U:::7=1 .\ ai : -1 <::: .\ <::: 
1} where a 1 , ... , an are linearly independent. It is easily secn that if a 
Minkowski spac e has a parallelotope as unit ball, the n it is isometri c to e~. 

2.1 The theorem of Petty and Soltan 

The following theorem was proved by Petty [29], and later also by P. Saltan 
(34]. A different proof , using the isodiametric inequa lity, is given in [15]. 

Theorem 4 (Petty [29] & Soltan [34]). For any n -dimensional normed 
space X , e(X) <:'. 2n with equality iff X is isomet ri c to e~, in which case 
any equilateral se t of size 2n is the vertex set of som e ball (which is then a 
parallelotope). 

Proof. Let p 1, . . . , Pm E X be 1-equilateral, where m = e(X ). Let P = 
conv{p 1, ... , Pm} be the convex hull of th e point s Pi· If P is not full
dimensional we may use induction on n to obtain m <:'. 2n-l < 2n (and the 
cases n = O and n = 1 are trivial). 

Thus without loss of generality P is full-dim ensional. For each i = 
1, ... , m, Jet Pi = !(P + p; ). Note the following easily proved facts: 

l. Each P; <; P. 

2. Each P; \;; B (p ;, !). 
3. For any i e/ j , P; n Pj has empty interior. 

Thus the P; pack P, and we now calculate volumes: 

¿ vol(P;) = vol(LJ P;) <:'. vol(P ). 
i= l i= l 
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Since vol(P ;) = (!tvol(P) , we obtain m ~ 2n. 
If equality holds, P is a polytop e in lRn th at is perfectly pa cked or tiled by 

2n translates of !P. By the following lemma P must be a parallelotope v + 
u:::7=1 .\a; : -1 ~ A ~ l} with vertex set {p¡, .. . , Pm} = V+ n::::1 E:;a ; : 

E;= ±1}. Since Pi - Pi is a unit vector for i e/ j , it follows that ¿7=1 2t:;ai 

is a unit vector for ali choices of E; E {-1, O, 1} with not ali E; = O. It is then 
easy to see that the unit ball is the parallelotope {I:7=1 .:\;a;: -1 ~ .:\ ~ 1} 
(exercise), and the linear map sending a ; ....., e; is an isometr y. O 

Lemma 5 (Groem er (17]). Let P be th e convex hull ofv 1 , ... , v2 n E ]Rn_ 
Suppose that P = LJ;21 !(P + v;). Then P is a parallelotope with vert ices 
V1, .. , 1 V2n. 

Proof. Exercise. o 

2.2 Strictly convex norms 

A normed spac e is stri ct ly convex if llx + YII < llxll + IIYII for ali linear ly 
independ ent x, y, or equivalently, if t he bou ndar y of t he uniy ball does not 
contain a line segment. If X is a strictly convex Minkowski spac e, then 
e(X) ~ 2n - 1 by Theorem 4, but as far as I know there is no better upp er 
bound for n ~ 4. 

Problem 6. Jf X is an n -dimensional strictly conve x Minkowski space , 
n ~ 4, prove that e(X) ~ 2n - 2. 

In Section 3.1 we'll see that e(X) = 3 when dim X= 2, and for dimX = 
3, Petty [29] deduced e(X ) ~ 5 from a result of Grünbaum [19]. 

Conjecture 1 (Füredi, Lagarias, Morgan (15]) . There exists sorne con
stant E > O such that if X is a strictly convex n-dimen sional Minkowski space 
then e(X) ~ (2 - et. 

There exist strictly convex spaces with equ ilatera l sets of size at least 
exponential in the dimension. 

Th eo rem 7 (Füredi, Lagari as , Morg an (151). For each n ~ 271 there 
exists an n-dimensional s trictly convex X with an equilateral set of size at 
least 1.058n. 

eas ily gives the bound as state d here. Th ey constructed a norm 11 · 11 on lRn ~ 

with th e property that 11·11 - c[[·ll2 is still a norm, and asked whethe r the 

In [15] the lower boun d 1.02n was obtained; however, their argument 1 
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norm can in add ition be C00 on IRn \ {O}. In our construction th e norm will 
lack th e above propert y, but it will be C 00 • However, most likely thc norm 
in the above th eorem can be made to have th e above prop erty and be C 00 • 

We need the following very nice high-dimension al phenomenon. It is a 
special case of the Johnson-Lindenstrauss flattenin g lemma [22], althou gh 
this special case is essentiall y the Gilbert-Varsham ov lower bound for bin ary 
codes (see [25].) 

Lemma 8. Far each 8 > O there exist E = e(8) > O and no = no(8) 2 1 
such that far ali n 2 no there exist m > (1 + E)n vectars w 1, .. . , W m E IRn 
satisfying 

{
(w;, w;) = 1 

l(w; , w1)I < 8 

far all i , 

far all distinct i , j . 

We may take E= 82 / 2 and no 2 (120 log 2)/ (2584 - 86 ) . 

(1) 

We need the Chcrnoff inequalit y (proved in e.g. [25, Th eorem 1.4.5]). 
Th e binary entropy functi on is dcfined by H (O) = H (l ) := O and 

H(x) := - x lg x -(1- x) lg(l - x) , for O < x < l. 

Lemma 9. Far any E> O and n EN, 

L (n) '.': 2nH( <)_ 

o:,;k:,;,n k 
(2) 

Proa/ af Lemma 8. For n 2 1, define a grap h on {- 1, l}n as vertex set 
by joining two points if th e numb er of coord inates in which th ey differ is 
'.': !(1- 8)n or 2: !(l + 8)n. This graph is regular of degree 

m := L (:) + L (:) '.': _1 + 2nH((l-o) / 2)+1, 

0'.Sk'.S!(l - o)n !(l+o)n '.Sk'.Sn 

by (2). If x and y are not connected in t his graph , t hen n - 112x and n- 112y 
are unit vecto rs satisfying 1 (x, y) 1 < 8. We therefore have to show that 
the grap h contains an independent set (a set without an edge between any 
two vertices) of at least (1 + ,)n points. We arbitrar ily choose a vertex, 
delete it and its m neighbours, choose a remaining vert ex, delete it and its 
at most m neighbours , and continue until nothing rema ins. Thus we obtain 
an indep endent set of size at least 

2n / (m + 1) '.': 2n(l-H (( l - J) /2)) -1 
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verti ces, which is greater t han (1 + ,52 ; 2yn if 

nf(ó) > 1, 

where f(J) = l-H((l-J )/ 2)-lg(l+J 2 /2). But thi s is true for sufficientl y 
large n, since it is easily seen that f(ó) > O for O < ó < l. That n 2 
(120log2)/(25J 4 - ó6 ) is sufficient can be seen by calculating the Taylor 
expansion of f(ó). O 

Remarks 

l. The proof shows that if M ( n, ó) is thc maximu m numbcr of unit vectors 
in JR.n satisfying ( 1), then 

1 ( 1 _ º) 1 (º2 04 ) lim -lg.M(n , 0) 21-H -- =-- -+-+ .... 
n~oo n 2 log2 2 12 

If one repeatedly choose unit vectors on the Euclidean unit sphere 
§n-l and delete sph erical caps around th em, then, as shown by Wyner 
[40, pp . 1089-1092 ] (slightly improving an ear lier estímate of Shannon 
[321), 

1 1 (º2 J4 ) lim - lg.M(n , ó) 2 lg(l - 02 )- 112 = - _ + _ + ... , 
n~oo n log2 2 4 

which is th e sam e up to first ord er , but has a bet ter high er ordcr tcrm. 
Thu s th e above greedy argument is not rea lly impr oved by choosing 
vectors from thc Euclid ean unit sphere. 

2. Recently, the Gilbert-Varshamov lower bound for binary code s has 
been slightly impro ved [21], which will impro ve the lower bound in 
Lemma 8 to c(o)n(l + 62 /2 t. 

3. If we prove this lemm a by choosing vector s in { ± 1} randomly , andes
tim ating the probabilities in th e obvious way, t hen we obtain a slight ly 
worse dependence of i = ó2 /4. 

Proof of Theorem 7. By Lemma 8 there exists w 1 , . .. , Wm, m 2 1.058n, 
satisfying (1) with ó = 1/ 3. 

We now show that P = conv{w; - w 1 : 1 :<::; i, j :<::; m} is a centrall y 
symmetric polytope with m (m - 1) vertices w ; - w 1, i fe j. It is sufficient 
to note that the hyperpl ane 

{x E ]Rn : (x, W ; - Wj) = (w; - W j , W ; - Wj)} 
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is a supp ortin g hyperpl ane of P passing only through w ; - W j . Thi s follows 
from 

(wj -w i, wi -wj) ,± (wi - W k , W i -w j ), 

± (wj - W k, W; - Wj), ± (w k - w ,, w ; - Wj) 

:S (w, -w 1,w;-w 1) fordistin cti,j , k , R, 

which follow casily from (1) and ó = 1/ 3. 
With P as a unit hall we thu s already have { w ; : i = 1, . .. , m} as an 

equilat eral set. We now need t o find a st rictl y convex centrall y symmet ric 
body with the vertices of P on its boundar y. This is provided by the next 
lemma. D 

The following lemm a is obvious, but we provide a simple proof. 

Lemma 10. Let S be the vertex set of a centrally symme tric polyt ope in !Rn. 
Th en there is a smoot h, stric tly convex norm 11·11 on !Rn such that llxll = 1 

Jor all x E S. 

Proof. Let S = {±x 1, ... ,±xm}- For each x,, cho osc y; E !Rn such th at 
(y; , x;) = 1 and l(Y;, Xj)I < 1 for ali i e/ j. Th e required norm will be 

for suitab ly chosen Aj > O an d 1 < p < oo, i.e ., we want t o imbe<l S into 
t he unit sph ere of e;' for sorne p . 

Choose p large enough such that 

1 l(Yj , x;)IP < - for ali j # i . 
2m 

Consider th e matri x A = [a;j] m _ 1 with 
t ,J -

if i 'f' j, 

if i = j. 

Considering A as a linea r t ransformation on in;;:;, we have IIAII < t We want 
to find a vector v = (J\1, .. . , Am)'' > O such th at 

(I + A)v = (1, ... , l )tr, 
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since t hen we would have llxi ll = 1 for ali i . However, since IIAII < !, I +A 
is invertible, and th en necessarily v = (1 + A)- 1(1, . . . , l )t'. Also, 

llv - {l, ... , 1)''1100 = 11(1 + A)- 1(1, ... , l )'' - (1, . . . , l)t'lloo 

~ 11(1 + A)- 1 -11 111(1, . . . , l) lloo 

i= l i =l 

Thu s, >.; > O for all i. o 
Note that in thc abo vc lcmma wc may choose p t o be an even intege r 

which gives a norrn th at is C00 on IF/.n \ {o}. 

3 Simple lower bounds 

We now consider th e probl ern of finding equi later al sets in a genera l 
Minkowski space , thus providing a lower bou nd to e(X). 

3.1 General Minkowski spaces 

Proposition 11. Ifdim X 2". 2 then e(X) 2". 3. 

Proof. Exercise. (Hint: Eu clid Book I Propo sition 1.) 

Th e above pro position cornbined with Th eorem 4 gives t he following 

Cor olla ry 12 . If dim X = 2 then 

e(X) = {4 if the uni t ball of X is a parallelogra m, 

3 if the uni t ball of X is not a parall elogram. 

o 

In general onc would hope for the following conjecture, stated in [18, 28, 
29, 39]. 

Conj ec tu re 2. If dim X = n t hen e(X) ::C: n + l. 
As seen above thi s is simple for n = 2, and the next t heorem shows its 

truth for n = 3. However , for each n 2". 4 thi s is open , and the best th at 
is known is the theor ern of Brass and Dekster giving e(X) ::C: c(logn )113 , 

discussed in Section 5. 

Th eor em 13 (P ett y [29]). If dim X ::C: 3 then any equilat eral se t of size 3 
may be extended to an equilateral set of size 4. 
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Th e proof needs the following technical bu t simpl e lemma. 

Lemma 14. Let S2 be the unit circle (i.e. bounda ry of the unit ball) of a 
2-dimensional Minko'w ski space . Fix any u E S2 . Let f : [O, l] -, S2 be a 
parametrization of an are of S2 from u to -u. Fix p = ,\u, ,\ > O. Th en 

t >-> IIP - f(t)II is stri ctly incr easing befare it reaches the value IIP + ull, i .e. 

on the interval [O, to], whe re to= min{t: IIP - f(t )JI < IIP + ull}-

Proof. Exercis e. o 
Pro of of Theor·em 13. Let a, b, e be 1-equi late ral in X. With out loss of 
generality a = o. Let X2 = span{b, e}, and let X3 be any 3-dimensional 
subspace of X conta.ining X 2 . Let S2 be the unit circle of X2, and !et S3 be 
the unit sphere of X3. 

Consider the mappin g f : S3---> !E.2 defined by f (x) = (llx-bll, llx-el l)
We have to show that (1, 1) is in the range off. If we can show that the 
rest riction of f to S2 eneircles ( 1, 1), th en the th eorem follows from the 
following topological argum ent. 

S2 can be contracted to a point on S3, sincc S3 is simply connected ; 
thus f(S 2 ) can also be contracted to a point; if (1, 1) is in th e int erior of t he 
Jordan curve f(S 2 ) , th en at sorne stage of the eontrac tion the curve must 
pass through (1, 1), since !E.2 \ { (1, 1)} is not simply connected. 

Thus we assume without loss of generality that (1, 1) r/. f(S2). and we 
now follow the curve f (S2)- We start at f(b) = (O, 1) and go to f(e) = (1,0). 
By Lemma 14 th e x-coordina t e increases stri ctly while th e y-coord ina te 
<lecreases strictly. Ther efore t he are of the curve str ictly betwee n (O, 1) 

and (1, O) is containe d in the square O < x , y < l. Th en from (1, O) to 
f (e - b) = (lle - 2bJI, 1) the y-coord inate increases st rict ly, and the x
coordinate also increase s str ictly at least in a neighbo urhood of (1, O) if 
lle - 2bll > l. However, by the triangle inequali ty we have lle - 2bJI ~ 1, 

and if lle - 2h11 = 1 then we already have found (1, 1) to be in the rang e of 
f , which we assumed not to happen. 

From f (e - b) to f (-b ) = (2, llb + ell) t hc x-coordin ate increases, and 
from f (-b ) to f(- e) = (IJb + ell, 2) the y-coordinate increases. From f (-c) 
to f(b - e) = (1, llb - 2ell) th e x-coordinat e decreases st rictly, and the y
coord inate decreases . Again by th e trian gle inequalit y and assumption we 
have llb-2ell > l. Finally , from f(b- 2c) to f(b ) the x-coordinate decreases 
strictly, and the y-coordin ate decreases. 

It follows that f (S2) encircles (1, 1), and the theorem is proved. O 

Note that if the fourth point which extends the equilateral set is in the 
plane X2 (i.e. if (1, 1) E f (S2) in th e above proof) , t hen X2 is isometric to 
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e;,, i.e. S2 is a parallelogr am (by Corollary 12). However, it is impossible 
for ali 2-dimensional sections of the unit hall through the origin to be par
allelograms. Thus we may always choose an X2 so tha t t he fourth point is 
outside X2 to obtain a 11011-coplanar equilateral set of four points. 

One would hope that ideas similar to the above pro of would help to prove 
Conjecture 2. However, the above proof cannot be na1vely generalized , as 
the following example of Petty [29] shows. 

Define the following norm on ]Rn: 

ll(x1, .. . , Xn)II := lx1I + Jx~ + ···+ X~. 

Thus 11 · II is the f1-sum of lR and e~-1: (lRn, 11· II) = lR 6.l1 e~- 1. Its unit hall is 
a double cone over an (n - 1)-dimensional Euclide an hall: 

Bll ·II = conv(B 2-1 U {± e¡}). 

For any n :::: 2, (JRn, 11 · II) cont ains a maximal equilatera l set of four point s. 
In fact th e largest size of an equ ilatera l set containin g ±e 1 is 4. First of ali 
note that 

llx-e1 II = llx+e1I I = X ¡ =0. 

Secondly, since lle1 - (-e i)II = 2, we want llx ± e¡ 11 = 2. Since then X ¡ = O, 
we obtain that 1 + J x~ + · . · + x~ = 2 must hold , which gives that x E §n- 2 . 

Clearly there are at most two points on the Euclid ean (n - 2)-dim ensional 
unit sphere at distance 2 (and two such point s must be antip oda l). 

On th e oth er hand any n equil atera l po int s in the (n - 1)-dim ensional 
Euclidean subspace x 1 = O can always be extended to n + I equilateral 
points. Far example , if we choose the n equilateral points on §n- 2 then .\e 1 

will be the ( n + I )st point, for sorne appropriate ,\ E JR. 

Problem 15. Calculate e(X) far the Minkows ki space in the above example . 

3.2 e; with 1 < p < 2 

We sketch the proof that e( e;) > n + I far any 1 < p < 2 with n 
sufficiently large ( dependin g on p). 

Note that the four ±1- vector s in JR3 with an even number of-l's , i.e. , 

(3) 
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is an equilatera l set for any p-norm. Thus if we consider JR6 to be the direct 
sum JR3 El) JR3 and put the above four vecto rs in each copy of JR3, we obta in 
the following 8 vecto rs in JR6 : 

-1 -1 o o o o 
-1 1 -1 o o o o 

1 - 1 - 1 1 o o o o 
(4) o , o o o , 

1 ' - 1 
, 

-1 
o o o o 1 -1 -1 
o o o o -1 - 1 

Then it is easily seen that these 8 vectors are equilat eral iff 2 · 2P = 6 = 
p = log3/log2. 

The combinatori a ! reaso n why this worked is th at any two of the vectors 
in (3) differ in exact ly two positions. For a genera lizatio n we use Hadamar d 
matrices. An Hadamard matrix is an n x n matrix H with ali ent ries ±1 
and with orthogo nal columns . By multi plying sorne of the column s of an 
Hadamard matrix one obta ins an Hadamard mat rix with t he first row con
taining only l's. If we remove this first row , we obta in n column vectors in 

JRn-l with ±1 entrie s such t hat any two differ in exac t ly n/2 positions. The 
vector s in (3) was obtained in this way from a 4 x 4 Hadamard matrix. We 
may now construct 2n vectors in JR2n- 2 = ]Rn-l El) ]Rn-l as before tha t will 

be equilateral iff 

n n -1 
-2P = 2n -2 = p = 2 + ]g -- . 
2 n 

The only problem rem ain ing is to find Hadamard mat rices. It is easy to 
see that for an n x n Hada ma rd matrix to exist, n must be divisible by 4. 
It is an open problem whet her the converse is true. However, the following 
well-known constructi on gives a Hadamard matrix of order 2k: 

T hus we have e(R;;) > n + 1 far p arb it raril y close to 2. 
With a more involved const ruction the following can be shown: 

Theorem 16. For any 1 < p < 2 and n ~ 1, let 

k = ¡l og(l - 2v- 2)- 1 l -l. 
1 log2 
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Then 

e(e;) ~ l2k::+~ 1 nJ. 
In particular, ifn ~ 2k+2 - 2 then e(e;) > n + l. 

Corollary 17. e(I',;) > n + 1 if p < 2 - (~:;g~. 
Compare thi s with Corollary 25 in Sect ion 4.2 . T he sma llest dim ension 

for which t he theorem gives an exam ple of e(I',;) > n + 1 is n = 6 (and 
1 < p '.::'. log 3/ log 2) . In [37] there is also a 4-dim ens ional examp le (with 
1 < p '.::'. log Vlog2). 

In the next two sections we show that e(X) goes t o infinity with the 
dimension of X (Brass-Deks t er), although the best known lower bound for 
e(X) is much small er than linear in n. There are three ingredients to the 
proof: The Cayley-Men ger t heory of the embeddin g of metric spaces into 
Euclid ean space, Dvor etzky's th eorem, and t he Brouw er fixed point t hcorcm. 

4 Cayley-M enger Theory 

In this section we discuss a fragment of the Cayley-Menger theor y by 
giving necessary and sufficient con di tions for a metric space of size n + 1 to 
be embeddable as an affinely independent set in C]. The general theor y is 
by Menger [27]; see also Blumenthal [8, §40]. 

4.1 The Cayley-Menger det erm inant 

Let a metric space on n + 1 points Po , .. . , Pn be given , with dist ances 
Pií = d(pi,Pj)- We now derive a necessary condition for PO,··· , Pn to be 
isometric to an affinely ind epe ndent subset of "2, in terms of Pij. 

So we assume that {Po, .. . , Pn} is an affinely independent set in~ with 

IIPi - Pí 112 = Pij . We writ e the coordina tes of Pi as (p'.1), p)2l, ... , p¡nl). Let 
t.= conv{po, ... , Pn} den ote the simplex with vert ices Pi· Then 

(1) 
Po 

(1) 
P1 

(1) 
Pn 

(2) 
Po 

(2) 
Pi 

(2) 
Pn 

±vol(t.) 
n! 

(n) (n) (n) 
Po Pi Pn 

1 1 1 

~ ¡Po 
p¡ 

Pnl 
n ! 1 1 1 . 1 
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Squaring (and adding an extra row and column), 

p5' o 
p¡' o 

[1º 
Pn 

}] 
1 

vol(~ )2 
(n!}2 det 1 

p~ 1 o o 
0 tr o 1 

p 5' o 
p¡' o 

[1º 
Pn 

}] 
1 

- (n!)2 det 1 

p!; o 1 o 
otr 1 o 

\Po,Po ) \Po, P 1) \Po,Pn ) 

(int erchange last two 1 
\P1 , Po) (p¡ ,p¡) \P1, Pn) 

columns of first matrix) - (n!)2 
\Pn, Po) \Pn , P1) \Pn, Pn) 

1 1 1 

o - p5¡ -P5n 

1 -P?o o 
2n+l(n!)2 

- p~o -p ~.n- 1 o 

(use 2(p ; ,Pj ) = 
(p;,p;) + (Pj,Pj) - P;j 
and subtract multiples 
of last row and column) 

CMde t( po, .. - , Pn) := 

1 

p 

p 

1 
1 O 

1 

o 

1 

1 
o 
1 

1 

o 

th e Cayley-M enger determin ant of th e (n + 1)-point met ric space. We have 11. 
shown th e following. ~ 
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Prop ositi on 18. 1/ a m etri c space on n + 1 poin ts can be embedded into q 
as an affine ly in dependen t set, then its Cayley-Menger determin ant has sign 
( -1 t+ 1 . ( Also, if the metric space can be em bedded as an affine ly dependent 
se t, then its Cayley-M enger determinant is O.) 

Conversely we ha ve 

Theorem 19 (Menger (27]) . A metri c space on n+ l points p 0 , ... , Pn can 
be em bedded into ey as an affin ely independent se t if for each k = 1, ... , n , 
the Cayley-Menger determi nant o/ Po, ... , Pk has sign (-l )k+1 . 

Proof. For n = 1, 

CMdet (p o, p¡ ) = Ho ll = P61 + Pio > O. 

Thu s th e th eorem is tri vial for n = 1 (and even more so for n = O). 
T hus we may assume as inducti ve hypo th esis th at the th eorem is true 

for n - l. Thu s Po, ... , Pn- l can be ernbedded into e~-i e ey as an 
affinely independen t set, say Po - o and P i - X i, i = 1, ... , n - l. Th en 
span{x 1, ... ,Xn-i} = e2- 1 and x 1, ... ,Xn-l are linear ly ind ependen t . 

We have llxill2 = Pio, and llxi - x1ll2 = Pij for 1 ~ i ,j ~ n - 1, and we 
have to find an x ,¡. ~ -l sat isfying 

llxll2 = Pon (5) 

and 
llx - x; ll2 = Pin for ali i = 1, .. . , n - l. (6) 

We write x = v + >.en uniqu ely, where v E ~ -! and ,\ E ffi.. If we squa.re 
(6) and simplify , we find t hat v has to sa.t isfy t he following n - 1 linear 
equa.tions in l'~- 1 : 

2 (x;, v ) = llxll~ + P6; - Pfn, i = 1, . .. , n - l. 

Since the x; are linear ly independent , there is a un ique solution v E e2-1 to 
t hc following mod ified cqua.ti on : 

(7) 

and we will ha.ve found t hc rcquired x once we can sat isfy (5), which is 
equiva.lent to 

>.2 = P6n - llvll~-
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Thus it remains to prove that P5n - llvll~ > O. To th is end we calculate 
th e Cayley-Menger dete rminant of o , x 1, ... , Xn-1 , v, which is O by Propo-
sition 18: 

o P61 P6,n-1 llv ll~ 1 

Pio o PI,n-1 llv - x1 II§ 1 

= o. 
p;_¡o o llv - Xn- 111§ 

llvll~ llv - x1II~ llv - Xn-111§ o 1 
1 1 1 1 o 

Multiplying out 

llv - x;II~ = llvll~ - 2 (x;, v) + llx;II~ 

= llvll~-P5n+P Tn (by (7)), 

and using the last row and column to eliminat e llvll~ - P5n, we obtain 

o P61 P5,n- l P5n 
Pio o PI,n-1 Pin 

P~-1,0 
= o. 

o P;-1,n 
P~.o P~,I P;,n-1 -2(llvll ~ - P5n) 1 

1 1 1 1 o 
Thi s determ inan t differs from CMdet(po , ... , Pn) only in the second last 
column. Thu s we may subtract this determinant from CMdet( p o, ... , Pn), 
which we are given has sign (-1)" +1, to obtain the following determinant 
of sign (-l)n+l: 

o P61 P6,n-l o 1 
9 o PI,n-1 o 1 Pio 

P~-1 .0 o o 1 

P;,o P; ,1 P~,n- 1 2(llvll§ - P5n) 1 
1 1 1 1 o 

= 2(llvll~ - P5nl CMde t( po, . . . , Pn-1) (expandin g along 2nd last column ). 

that llvll~ - P5n < O. Thi s gives usa .X E lR such that x = v + .Xen sat isfies •. 
(5) as well. Th e theorem is proved . O 

Since it is also given that CMdet(po, ... , Pn-1 ) has sign (-1)" , it follows 1 
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4.2 Embedding an almost equilateral n-simplex into €2 
We now want to use Theorem 19 to show that an n -simplex with all 

side lengths clase to 1 can be embedded isometr ically into R2. Thus we 
have to find th e sign of the determinant of a matri x with O on the diagonal 
and all off-diagonal entries close to 1, since this is how the Cayley-Menger 
determinant will look like. 

We start with the following simple observation s. Let J be the n x n 
matrix with all entr ies equal to l. 

Lemma 20. Let n 2'. 1. 

1. The characteristic palynamial af J is (-l )n(x - n )xn-I _ 

2. Therefare the characteristic palynamial af J - 1 is (-lt(x-n+ l )(x+ 
1in-1 , and det (J - I) = (-1r- 1(n - 1). 

3. Therefare J - I is invertible, and its invers e has eigenvalues - l with 
multiplicity n - l, and 1/(n - 1). 

Proposition 21. Let A= [%] be an (n + 2) x (n + 2) matrix with aii = O, 
11 - %1 :S 1/(n - ~) far l :S i =p j :S n + 1, and ai,n+2 = ªn+2 ,i = 1 far 
i = 1, ... , n. Then det(A) has sign (-1¡n+ 1 . 

Proaf. We first prove tha t A is invertible. Let E = (éij ] := J - I - A. 

Then éii = O and éi,n+2 = én+2,i = O for ali i, and léij l :S 1/(n - ~) for all 
1 :S i =p j :S n + l. Since A = J - I - E = (J - 1)(1 - (J - 1)- 1 E), it is 
sufficient to prove that 11(} - J) - 1 E ll2 < 1, where ll·lh is t he operator norm 
on L((! ---, Cl). First ly, since the operator norm is the maximum modulus 
of the eigenvalues , we have by Lemma 20 that ll(J - J) - 1 112 = l. Secondly, 

by the Cauchy-Schwartz inequa lity, IIEll2 :S Jr:_~t;,1 é~j < l. Thus A is 

invertible. 
To show that det A has sign (-1 ¡n+ 1, observe that we may join J - I 

to A with a curve At, O :S t :S 1, where each At sat isfies the hypot hesis of 
t he proposition. Thus we know from what we have just proved that each 
At is invertible. By continuity considerations the sign of det At <loes not 
change. Th erefore, A and J - I have the sam e sign , which is (- 1¡n+1 by 
Lemma 20. D 

Theorem 22 (Dekster & Wilker [141). Let Po, . . . , Pn be a metric space 
with distances satisfying 
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Then Po, ... , Pn can be embedded into fí, and any such embedding must be 
an affinely independent set . 

Proof. \Ve first scale the dist ances by sorne o, > O in such a way that the 
given inequality is t ran sforrned into 

1 -E <::: (ad(p;,p 1)) 2 <::: 1 +E 

for sorne E > O. Thus E an d a rnust satisfy 

1- E = land l +c = (n+2) 2 

a,2 0 2 n + 1 

Elirninating a we find 

~ = (n+2)
2

· 
1-E n+l 

(8) 

Wc want to appl y Theorern 19. Since th e C1-1 determin ant of p 0 , ... , Pk is 
a (k + 2) x (k + 2) matr ix with k <:: n, to show that it has sign (-1Jk+1 , it 
is sufficient to prove that 

1 
é<:'. - -3, 

n+::¡ 

according to Proposition 21. By (8) we have 

E 

( n +2)2 - 1 
-n+l 

( n+2)2 +l 
n + l 

(n+2) 2 -(n+ 1)2 2n+3 
(n+2)2+(n+l)2 2n2 + 6n+5 

< 
2n + 3 2 

2n2 + 6n + ~ 2n + 3 

By Proposition 18 no embedding can be affinely depende nt . 

Dekster and Wilker found the sma llest "In > 1 such that whenever 

1 <::: d(p ;, p1) <::: "In 

th en Po, .. . , P n+I can be embedded into C]: it is 

{ 
J1 + 2n+2 if n is cven 
~ ' 

"In = J1 + n~l if nis odd . 

o 

Their proof is geometrical. The above analytical proof gives values t hat 
differ from "In by O(n- 2) as n---> oo. 
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Corollary 23 (Schütte [30]). For any p¡ , ... , Pn +2 E e2 we have 

max !!Pi - Pí 112 1 -----~- > 1 + --
min i¡lj l!Pi - Pjll2 n+2 · 

Schütte in fact determined the smallest ó,, > 1 such that 

max !!Pi - Píll2 :::O: 1 + ón 
mmi¡éj l!Pi - PJ 112 

foral] possibl e Pl , ··· , Pn+2 E €2: it is ón = 'Yn+I· This resu lt was also 
discovered by Seidel [31], and follows from the embeddi ng result of Dekster 
and Wilker [14]; see [4] for a very simple proof. 

Corollary 24. Jf d(X, e2) '.S 1 + "~2 , then e(X) '.S n + l. 

Corollary 25 (Smyth [33]) . If IP - 21 < 4 (~~; (~ )) then e(€~)= n + l. 
Compare this with Corollary 17 in Section 3.2. 

5 The Theorem of Brass and Dekster 

Theorem 26 (Brass [10] & Dekster [13]). An n -dime nsiona l Minkows ki 
space contains an equilatera l set of size c(logn) 113 far some constante > O 
and n sufficiently large. 

Both Bra ss' and Dckste r' s proofs use Dvor etzky's theorem combin ed 
with a topological resu lt . We follow Bra ss' pro of, which uses on ly the 
Brouw er fixed point th eorem. 

For th e proof we need Dvoretzky's theorem. 

Dvoretzky's Theorem. There exists a cont ant e > O such that for any 
E > O, any Minkowski space X of sufficientl y largc dimension contain s an 
m-dimensional subspace with Banach-Mazur distan ce at most 1 + " to er. 
We may tak e dim X :::O: ecm,- 2 for sorne absolute constan t e > O. 

Th e estímat e for dim X, which is best possible ( up to th e value of e}, 
was proven by Gordon [16]. 

Proof of Th eorem 26. Denote th e n-dim ensional space by X. Let m = 
c1(logn) 113 ande= 1/(m + 1). A simple calcula t ion gives that e"m, - 2 < n 
if wc choosc c1 = e¡ (e) sufficiently small. Dvorctz ky 's thcorem gives tha t 

most 1 + m~l to f2. Thc proof is then finishcd by app lying thc following •. 
theorem. O 

X contains an m-dimensional subspace Y with Banac h-Mazur distan ce at 1 
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Theorem 27 (Brass [10] & Dekster [13]). Let X be an n-dimensional 
Minkowski space with Banach-Mazur distance d(X , C2) ::; 1 + n!i. Then 
an equilateral set in X of at most n points can be extended to one of n + 1 
points. In particular , e(X ) ::, n + l. 

Proof. By induction on nested subspaces of X it is sufficient to prove that 
a 1-equilateral set p 1, . .. , Pn may be extended. We may assume that a 
coordinate system has been chosen such that 

where E:= (n + 1)- 1 . Let p 1 , ... , Pn be a 1-equilateral set in X. We want 
to find a p E X such that II p - Pi 11 = 1 for ali i = 1, ... , n. 

We have 
1 ::ó IIPi - PJll2 :S 1 + e for ali distinct i ,j. 

By Theorem 22 Pl , ···,Pn are affinely ind ependent. For any Pl,···,P n E 

[l, 1 + 1:J th ere exists a point x E X with llx - p;ll2 = Pi, i = 1, ... , n , by 
Theorem 22. Fur t hermor e, by fixing a half space boun ded by th e hyper
plane through p 1 , ... , Pn, there is a uniqu e such x in this half space (by 
simple linear algebra arguments as in the proof of of Theorem 19; exercise) . 
We write x =: f(p¡ , ... , Pn) , and define <p : [O, 1:Jn --, [O, E¡n by sendin g 
(ó¡, ... ,ón) >--> (y¡, .. · ,Yn) , where 

y; = ó; + 1 - llf( l + Ó¡, ... , 1 + /i,,) - Pill , i = 1, ... , n. 

Since 1 + 8; ::; 1 + E, each y; is well-defined. Also , 

and 

y; ::ó ó; + 1 - (1 + E)- 1 llf(l + ó¡, ... , 1 + ón) - P,112 

8; + 1- (l+c:)- 1(1+/i;) 

(1 - (1 + é)- 1 )(1 + ó;) 

::Ó (l-(l+c)- 1 )(l+E)=é , 

y; ::, 8; +l-llf(l +ó 1, . . . ,l+ón ) - p ; ll2 

Ó; + 1 - (1 + li;) = o, 

which shows that <p maps into [O, E¡n. 
By Brouwer's fixed point theorem, <p has a fixed point (01, ... , Ón), which 

gives 
llf(l+Ó¡ , ... , l+ón)-p;ll=l forall i = l, ... , n. D 
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Corollary 28 (Brass [10] & Dekster [13]). IJ d(X , C2) :S 1 + nt2 then 
e(X) = n + l. 

Proof. Combine the above theorem with Corollar y 24. D 

6 The Linear Algebra Method 

Linear algebra provid es a very powerful counting too !. Th e basic idea is 
that whenever one has a set S of m clements, and one want s to find an upp er 
bound to m, one constructs a vector v 5 in sorne N-dimensional vector space 
for each elemcnt of s E S. If one can pro ve that the vectors constructed are 
linearly independent , then one immediatcly has the upper bound m :S N . 
If the vectors are not linearly independent, then one may try to prove that 
the square matrix At'A has a high rank , where A is the matrix with column 
vectors v s , s E S. 

6.1 Linear independence 

As a first example , one can prove that e(ey) :S n+l as follows. Let Se CJ. 
be 1-equilateral, and define for each s E S a polynomial in n variables 

P5 (x) = Ps(X¡, ... , Xn) := 1 - llx - sll~-

Th en it is easily seen tha t {l}U{P 5 (x ): s ES} is linearly independent in the 
vector space IR[x 1 , ... , x,, ] of po lynomials in x 1 , ... , Xn with rea l coefficients , 
and secondly that al! Ps ( x) are in the linear span of { 1, ¿ ~= 1 xf , X¡, ... , Xn}. 
lt follows that 1 + ISI :S 2 + n, which is what was required. 

In the same way one may prove that e(R;:) :S 1 + (p - l)n if pisan even 
integer (an observation dueto Galvin; see [33]). With sorne more work the 
following may be shown: 

Theor em 29 (Swanepoel [37]). For each n 2: 1, e(C4) = n + l. 

Proof. Th e lower bou nd has already been shown in Section 1.2. 
Let S be a 1-equ ilat era l set in €4. For each s E S , let P. (x ) = Ps(x¡, ... , xn) 

be the following polynomial: 

P5 (x) .- 1 - llx - sil! 
n n n n 

1 - llsllj - ¿ xt + 4 ¿ six¡ - 6 ¿ srx¡ + 4 ¿ s[x;. (9) 
i=l i =l i= l i=l 
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Thus each Ps is in the linear spa n of 

{ 1, I>n u { x} : i = 1, ... , n ; k = 1, 2, 3}, 
í= l 

which is a subspace of IR[x 1, ... , xn] of dimension 2 + 3n . Since Ps(s) = 1 
and P5 ( s') = O for ali dist inct s, s' E S we have that { Ps : s E S} is linearly 
ind ependent . (So already ISI :S 2 + 3n.) 

We now prove that 

{Ps: s ES} U {l} U {xf : i = 1, . . . , n;k = 1,2} 

is still linearly indep endent , which will give ISI + 1 + 2n :S 2 + 3n, proving 
th e theorem. 

Let As (s E S) , A, A;, µ; (i = 1, ... , d) E IR sa tisfy 

n n 

¿ AsPs(x ) +Al+ ¿A ;x; + ¿µ ;xf = O Vx ¡ , . .. , Xn E IR. (10) 
sES i= l i=l 

Substitute (9) into (10): 

n n n 

(- ¿As) ¿ xt + 4 ¿(¿Ass i)xf + ¿( µ; -6¿Ass; )x¡ 
sES i= l i=l sES 
n 

+ ¿ (A; +4 ¿ sf )x ; + ¿A s - ¿A sllsll! + A= O. 
i=l sES sES sES 

Since the above is a polynomial in IR[x1 , ... , x,, ] which is identically O, t he 
coefficients are also O: 

¿ As=O, 
ses 

¿ AsSi = O Vi = 1, .. . , n , 
sES 

µ ; - 6 ¿ Assf = O Vi = 1, . . . , n , 
sES' 

Vi = 1, . .. , d, 
sES 

A+ ¿As - ¿Aslls ll! = O. 
sES sES 

(11) 

(12) 

(13) 

(14) 

(15) 
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By sub stituting x = s ES into (10) we obtain 

n n 

As+ A+ L AiSi + L µis; = O Vs E S. (16) 
i= l i=l 

Now multiply (16) by As and sum over ali s E S: 

n 

sE5 sES i=l sES i=l sES 

Th en use (11)- (13) to simpl ify this expression as follows: 

'°""' 2 1~ 2 L As + 6 L µi = O. 
sE S i=l 

It follows that ali As = O and aliµ; = O. From (14) it follows th at ali A; = O 
and from (15) t hat A = O. 

Thu s we have linear ind epend ence . o 
In the samc way the following may be pro ved: 

Theorem 30 (Swanepoel [37]). Far p an even intege r and n e". l we have 

e(f':) ~ { (~ - l)n + 1 
P ;n+ 1 

6.2 Rank arguments 

ifp = O (mod 4), 

ifp = 2 (mod 4). 

The following lemma is very simple, yet extr emely powerful. 

Rank Lemma. Let A= [a;J] be a real symmetric n x n non-zero matrix. 
T hen 

kA > (I:~-1 a;;)2 
ra n - " n 2 . 

L-i ,J=l ª;J 

Proof. Let r = ra nk A, and let A¡, ... , Ar E IR be ali non-zero eigenvalues 
of A. Then L ; a;; = trace (A) = ¿~=! A;. Also, L i,j afj = trace(A 2¡ = 
¿~=! AI, since A 2 has non-zero eigenvalues A¡. T here fore, 

by t he Cauchy-Schwart z inequalit y. o 
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Corollary 31. Let A= [aij] be a real symmetric n x n matrix with a;;= 1 

for ali i and la;;I :Sé for ali i f. j. Then 

n 
rank A 2: ----~ 

1 + (n - l) c:2 · 

In particular, if E= n- 1/ 2 then rankA 2: n/ 2. 

Also, if E < 1/(n - 1) then the corollary gives that A is invertible , which 
also follows from the fact that A is then diagona lly dominated. 

Th c rank lcmma toget her with a simp le roundin g argument gives an 
upp er bound for e(t;), 1 :S p < oc, that is polynomial in p and n. Thi s is 
due to Alon (Smyth , personal communication). 

Theorem 32. For som e constant e > O we have that for 1 :S p < oc and 
n 2: 1, e(P;) :S cp2n2+21P. 

Proof. Let p¡, ... , Pm be 1-equilat era l in e;. Since IP?) - pt)I :S 1 for ali 
i -¡. j and ali k = 1, ... , m, we may assume after a transl ation th at ali 
p?) E [O, 1]. Choose an integer N such that 

(e - l)pn 11Pvm :S N < N + 1 :S epn 11Py'rn. 

(The interval pn l / p y'rn 2: 2 since m 2: 4 without loss of generality.) We 
now round each Pi to a point in the lattice {O,--}¡,'¡¡, ... , %}n as follows. 

Let q}k) be the integer multiple of 1/ N nearest to p)k) , say q~k) = d(i,1;J- 1 

where 1 :S d(i, k) :S N + 1 (if there is a tie , choose arbitrarily). Let q; = 
(q)1l, .. . , qt\ and Jet Q be the m x m matrix [1 - llqi - ~ll~]m .. Thu s Q 

!,J 
is an approximatio n of t he identity Im, and we now est ímate how close. Th e 
diagonal contains only l 's. For each k, IPt) - q?)I :S 1/ 2N, and 

llq; - ~ llp :S IIPi - Pjllp + IIPi - q;llp + IIPj - ~llp 
:S l+n 11P/N, 

and similarly, llqi - ~ IIP 2: 1-n 11P/N. Thus 

llq; - qjll~ :S (1 + niPr :S (1 + (e _ /)PvmY < e(e-i')rm < 1 + )rn,, 
since ex< l+(e-l)x for O < x < l. It follows that 1-l lq;-~II~ > -1/ y'rn.. 
Since (1 + x)P + (1 - x)P > 2 for O< x < 1, 

( 1/p)p 
1 - llq; - ~11~ :S 1- 1- nN < ( nl/p)P 1 

1+- -1 < -. 
N ,/m 
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Thus by Corollary 31, rankQ ~ m/2. J\'.ote that Q = L ~=l Qk, where 

Qk = [1 - jq(k) - q(k)¡p]m . 
n 1 J i,j=l 

Define the ( N + 1) x m matrix 

where e 1 , .. . ,eN+l is the standard basis of JRN+l (recaU q?) 
Secondly, define 

d(i ,~-1). 

B = [l -1 i -l - i..=..!jP]N+I . 
n N N 1.,3=1 

Then it is easily seen that Qk = Al' BAk, lt follows that rank Qk ::; N + 1, 
hence 

rankQ::; I:rankQk::; n(N + 1). 
k= I 

Putting th e upper and lower bounds for rank Q tog ether we obta in 

m/2 < n(N + 1)::; epnl+ 1/Pjm, 

D 

7 Approximation Theory: Smyth 's approach 

In th e pro of of T heorem 32 we essenti ally approx imat ed th e function 
fp(t) = jtjP, t E [-1 , 1] uniforml y by step functions (look at the definition of 
the matrix B in the proof). For p > 1 the function fp is differentiable [p J 
times, so one would expect that there are better uniform approximations 
to fp using polynomials or splines instead of step funct ions . This is indeed 
the case, and can be used to improve the bound of T heorem 32. Smyth 
[33] used th e theor ems of Jack son from approxima t ion theory to find the 
first non-trivial upper bounds for e(f¡;) . Alon and Pudlák [1] improved his 
bounds using th e rank lemma . We stat e the theor em of Jackson tha t is 
needed (called Jackson V) and then prove their resu lt . The proofs of the 
Jackson theorems may be found in many texts on approximation theory , e.g. 
[11]. 

Jackson V. There is an absolute constant c > O such that for any f E 
C[-1, 1] 
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l. th ere exists a polynomial P of degree at most n such th at 

llf - Plloo :S cw(f , 1/ n ), 

where w(f,o ) := sup{lf(x) - f(y)I : lx - YI :So } is the madulu s af 
cantinuity of f , 

2. and if f is k tim es differentiabl e and n 2 k, t hen t here exists a poly
nomial P of degree at most n such that 

ck (k) 
llf - Pll oc :S (n + l)n(n - 1) ... (n - k + 2) w(f , 1/ n ). 

Lemma 33. Far each 1 :S p < oo there ex ists a canstan t cp > O su ch th at 
fa r any d 2 1 th ere is a palyn amial P aj degree at mo st d such that P (O) = O 
an d 

lltlP -P (t) I :S 1P fa r ali t E (- 1, l ]. 

We hav e Cp < (cp)P fo r som e un iver sal e> O. 

Praaf. By choosing Cp sufficiently large we may assume that d > 2p. Then 

f p(t) := IW satisfies f E c (kl[-1 , l] with k = rPl - 1, and 

¡ ffpl- ll (t) = sgn rPl - l(t )p(p - 1) . . . (p - rPl + 2) ¡w +HP 1_ 

Tbus 
w(¡(íPl - 1), o) = p(p - 1) .. . (p - rPl + 2w +1- rp1. 

From Jackson V we obtain a polynomial P of degree at most d with 

llfp - Pll oo 
fpl-1 

:S (d + l )d(d - ~) .. . (d - rPl + 3)p(p -1 ) . . . (p - rPl + 2)( 1/d)P+ H Pl 

< cÍPl- Ip(p - 1) ... (p - rPl + 2\ 1/ d)P+H vl 
(!d)f vl -1 

e 

If wc subtract the constant te rm from P we obtain a polynom ial Q wit h 11. 
Q(O) = O and llfp - Q ll00 :S 2c/ dP. D ~ 
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Smyth [33] app roac hed Kusn er 's probl em with the idea of approx imat 
ing th e p-norm with polynomi als using Ja ckson's th eore ms. He obt ained 
an upp er bound e¡,n<P+ l )/ (p- I ) for 1 < p < oo using linear ind ependence. 
The next theorem was proved by Alon and Pudlák by combining Smyt h 's 
app roach with the rank lemma . 

Theorem 34 (Smyth (33], Alon & Pudlák (l ]) . For 1 '.':: p < oo, 
e(C~) '.':: c;n (2v+2l/(2v- I)_ We may take e; = cp, with e > O and absolute 
cons tant. 

Proof. Let p 1, ... , Pm E e; be 1-equil atera l. Let e = max(cp, (21/P - 1)-P), 
where Cp is th e constant from Lemma 33. We fix an integer d such that cnvm < dP < 2cny1rn (poss ible since e 2: (21/P - 1)- P). Let P be the 
polynomial from Lemm a 33. Define the m x m matr ix A = [aíJ] by aij = 
1 "'n P( (k) (k)) s· "'n P( (k ) (k)) . . . f - L..k=I Pi - Pj . mee L..k=l P; - Pj 1s an approx11nat10n o 
IIPi - PJII~, the matrix A is an approximation of the iden tity I m. Again we 
est ímate how close. Firstl y, since P(O) = O, ali ai i = l. Secondl y for any 
i =f j, 

1%1 IIIPi - PJII~ - t P(pt ) - PY))I 

~ t IIP)k) - P)k)lp - P(p )k) - PY)ll 
k= l 

Cp 1 
'.':: n-;¡¡; < vm' 

by choice of d. By Corollar y 31 we have ran k A 2: m / 2. 
We now find an upper bound for the rank of A. For each i = 1, 2, ... , m, 

define the polynomial in n variables 

n 

Pi(X ¡ , ... , Xn) := 1 - ¿ P (p?) - x;). 
k=I 

T hus % = Pi(PJ)- Each P.; is in thc linear span of 

n 

P = {l, ¿ xf, X 1 1 • • • , Xn , xi, ... ,x~, .. . , xt- 1, . . . , x~- l }. 
k=I 

Thus the m polynomials P.; líe in a (2 + (d - l )n)-d imensional subspa ce of 
polynomials. Then the ith row vector of A, [Pi(p 1 ), . .. , P;(Pm)], is in the 
linea r span of 

{(f( p1), · ·., f(Pm)): f E P}, 
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which is a subspace of !Rm of dim ension at most IPI = 2 + (d- l)n S dn. It 
follows that rank A ::; dn. 

Putting the upper and lower bound for rank A together, we find m/2 s 
dn. Since dP < 2cnvm , we obtain m < c~n(Zp+2)/ (Zp-l ). 0 

In the next section we find the best known upp er bounds for e(i'¡ ), due 
to Alon and Pudlák. 

8 The best known upper bound for e(f1) 
Alon and Pudlák (l] proved that e(I';)::; epnlogn if pisan odd integer. 

This matches the lower bound of 2n apart from the log n factor and the 
constant that depends on p . We here present their pro of for the case p = l. 

The proof for other odd p is simple once this case is understood, see [l] for 
t he detail. 

Theorem 35 (Alon and Pudlák [1]). e(I'¡)::; cn logn . 

Proof. Let p 1 , ... , Pm+I be 1-equilateral in 1'¡. Afte r a translation we may 
assume Pm+I = o. Thus it is sufficient to provc m + 1 ::; en log n givcn tha t 

n 

¿I Pt 'I = 1 Vi= 1, ... ,m , (17) 
k=I 

" 
and ¿I P?> 1 1 Vl si=/ j s m. (18) 

k= I 

We first show that by doub ling the dimension we may assume that ali plk) 2: 
O. We replace each pt> by 

if Plk) 2: O, 

if Plk} S O. 

Now th e points p 1 , ... , Pm are in i'y", th ey are still l- equilat eral, IIP; ll1 = 1, 
and now ali p)k) 2'. O. Thus we may assum e togeth er with (17) and (18) that 

p)k) 2'. O holds. (Once we have proven m::; cnlog n with this assumption , 
then m ::; 1 + c(2n) log(2n) < 3cn log n in the general case.) 

We now express IP)k} - pt) 1 in terms of min(p; k), pt \ Since 

la - bl =a + b - 2min(a , b) for a,b E IR, 
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We now want to approximate min(a, b) by an inner pro duct (a, b) where 

a, b E JE.N. Then Im will be approximated by 

Then rank A ~ l + N n, since it is a linear combinat ion of Jm of rank 1 and 
a Gram matrix of vectors in JE.Nn. The approxim ation will be good cnongh 
so that the rank lemma will give rankA > c1m. Thu s c1m < Nn + l, and 
we will hav e to make sure that N < c2 log n. What will in fact happen is 
that N will be different for each coord inate k = 1, . .. , n , say Nk, and we'll 
hav e to make sure I:;=I Nk < c2n log n . 

Th e rough idea for approximating min ( a, b) by an inner produ ct is t he 
following. For each x E [O, l ] define 

x = ( )¡;¡, ... , }¡:¡, 0, ... , 0) E IRN. 
~ 

LxNJ times 

Th en for O ~ a ~ b ~ 1, 

(a, b) = f;¡ laNJ = a - E = min(a, b) - E , 

where O~ E~ l/N. Let us see how far this bring s us already. Since 

1~ . ( (k) (k)) f (-(1) -(n)) (-(1 ) -(n)))I n 
8mm P; ,P1 - \ P; ,···,P; , Pj ,· · ·, Pj ~ N' 

the error by which A app roximates Im is 

2n 1 
% - 8,J ~ N = ,/m 

Also, rank A ~ N n + l. P ut ting th e bounds tog eth er , we obtain m < en , 
already obtained in Theorem 32. 

if we choose N = 2n ,/m. By the rank lemma , rankA 2': (1 + o(l))m / ;· ,. 
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We now fine-tune this idea. For any partition P = {O = uo < u ¡ < ... < 
UN-I < UN = l} of [O, l] into N intervals, we define for any x E [O, 1] th e 
vector xp E ffi.N, where 

{ 
y'Uj - Uj-1, j < f , 

X(j ) - x-u,_¡ j = t, 
'P - JUt-Ut-1' 

o, j > t , 

where t is such that x E (u t- 1, u¡). 

Remarks. 

l. We'll choose a different partition for each coordina te k = 1, ... , n. 
S. b tl '°' . ( (k ) (k)) d /(-{! ) - (n ) ) (-(!) -(n ))\ mee o 1Lkmm P; ,Pj an \ P; , ... , pi , Pj , ... ,pj ¡ are 
sums over k = l , . .. , n, the error in each coordina te will also sum up , 
so we first do th e analysis in a single coordinatc . 

2. We' ll choose th e par ti t ions so that a coordin ate will never hit an end
point of any ( Uj-1, uj ). 

With the above definition we find for O :S a :S b :S 1 that 

(ap, bp) = ( Ju ¡ - 0)2 + ( vu2 - U¡) 2 + ( y'u¡_¡ - Ut-d + aWb~), 

where a E (ut -1 ,ui), 

if b ,¡.; (u, -1 , u,), _ { Ut- 1 + v':~~~~ ~ 1 y'Ut - Ut - 1 
- + a - Ut - 1 b- Ut - l 

Ut - l v' u t -U t - l J ut -1 Lt.- l 
if b E (ut - 1, !!t), 

{
min(a,b) , 

= + (a-u ,_¡)(b - u ,_¡) 
Ut-l Ut--U t - 1 

if a, b are in different interv als of P, 

if a,b E (ut-1 ,ut). 

T hus there is no error if a and b are in different interva ls. However, when a 
and b are in th e same interval of P, th e error is bad , and we want to get rid 

of it . We do th is by add ing another N coord inate s: Define 

Then 

xp = x - u t- l e1 E IRN. withtsu ch that :r E (ut -1, u,) . 
yUt - Ut-1 . 

if a and b are in different int ervals of P, 

if a, b E (ut-1 , ut). 
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Since we want to subtract this, we !et the inner produc t on ]RN E!) ]RN be 

Wc then obtain for O<:: a <; b <; 1 that 

/( ~ ) (b ~ )\ _ {min(a, b) if a, b are in d. ifferen t intervals of P, 
\ ap , ap , p. bp ¡ -

· Ut-1 ifa,bE (ut-1, ut) . 

Thus if a and b are in the same int erva l, the approximat ion is a syst ematic 
rounding down. We now add a th ird vector in IRN to improve th e approxi 
mat ion in this case. We do this by randomized rounding: For each interval 
( Ut-1, ·ut) we choosc rando mly and uniformly T E ( Ut- l , ut) ( a threshold ), 
and for any x E ( Ut-1 , ut) we define 

_ {º if X< T. Xp = - . 
Ju¡ - Ut-let if X> T . 

Note that xp is a random variab le. Thus if a and b are in different intervals 

th en (ap, bp ¡ = O, and if a and b are in thc same interva l (ut - l, ut) , thcn 

(as with xp) 

( -; {º ap.b p = 
Ut - Ut-1 

if min (a, b) .-;:: r , 

if min (a, b) > T . 

Wc now lct t hc inncr product on ]RN E!) ]RN E!) ]RN be 

((x1,x 2,x 3),(y1,Y2,Y3)) = (x1,Y1 ) - (x2,Y2 ) + (x3 ,y 3) , 

and for each x E [O, l ], !et 

xp = (xp,Xp,xp) E ]R3N . 

Then for any a, b E [O, l] , _ _ ¡ min( a, b) . . . i.f a, b are in different int ervals of P, 
(ap,b p) = {Ut-1 , 1fmm(a,b).-;::T_ 

if a, b E (u t- 1, ut), 
Ut, if min(a.b) > T 

and the error X= min(a , b) - (ap, bp) (depending on P, a, b) satisfies 

X= 1~-1tt-l 
a-1.l t 

if a, b in different intervals, 

ifmin(a,b) <e: T, a , b E (u1- 1,1tt), 

ifmin(a , b) > T, a, b E (ut - 1,ut) . 
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Thus 
\X\::; Ut -Ut-1 = lengt h(Ut- J,Ut ), 

the length of the interval. We now calculate th e expecte d valuc and varian ce 
of X. Without loss of generality a ::; b. Then eas ily 

E(X) 

and 

Prob (a::; T)(a - u1_ 1) + Prob (a > T)(a - Ut-1) 

Ut - a (a - Ut-1) + a - Ut-1 (a - ui) 
Ut - Ut-1 Ut - Ut-1 

o, 

Prob (a::; T)(a - Ut-1) 2 + Prob (a > T)(a - Ut-1) 2 

u, - a (a - Ut-1)2 + a - u,_¡ (a - u,)2 
Ut - Ut- 1 Ut - Ut- 1 

(a - u1-1)(u1 - a) ( ) 
---~--- a - Ut- 1 - a+ Ut 

U t - Ut-1 

(a - U t - i)( u, - a ) 

1 )2 . <::: 4(u 1 - Ut-1 , smce Ut-1 <a< u,. 

For each coordinat e k = 1, ... , n, we'll (soon ) choo se a different partition 
Pk of [O, l] into Nk interval s , with an independent ran dom threshold for each 
int erva l in each Pk· For each x = (x(l), ... , x(n)) we Jet 

x = (x( l)Pi , . . . , x(n)p J E ]R3N, EB . . . EB ]R3Nn. 

Thus for each p; we now have a Pi = (p'.1), ... , p¡n)) E JR3I: í:~1 Nk (where 
in each coordinate a different partition is used , but not denoted anymor e) . 
Then we approximate the identity 

by 

A= [-1+2(p;,Pj)lZ=l = [-1+2~ \PikJ,pt>)[=l 

and we Jet X;,j ,k = mm P; , Pj - \ P; , Pj ¡ . Not e th at X;,j ,k : k = -. 
1, ... , n} are independent random variab les for fixed i , j , since X;,j,k = O if 

. ( (k) (k)) / -(k ) - (k)\ { I 
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P?) and P)k) are in different intervals of Pk, or depends on a single threshold, 
with these thresholds independent as k = 1, ... , n. 

We want to apply the rank lemma to A, so we start estimating (I:;, ai;)2 

and Li,j ªTJ. First of ali, 

Similarly, for i t-j, 

-1+ 2 ~ (-(k) -(k ) \ 
~ P, ,P, / 
k=l 

n n 
"""' . ( (k) (k)) """' - 1 + 2 ~ mm Pi , P; - 2 ~ X ;,i,k 
k=l k=l 

1 - 2 ¿ Xi,i,k· 
k=l 

n 

Uij = -2 ¿X i,j,k· 
k=l 

Since IXi,i .k 1 :e; length(h) , where h is the interval of Pk containing Pt ), we 
obtain 

and 

¿Xi,i,k '.'Ó ¿length(h ), 
k=l k=I 

m 

L ªii 
í= l 

m n 

m-2¿¿Xk ,i,i 
i= l k=l 

m n 

2: m-2¿¿length(h ) 

m - 2 ¿ hit(!) length (J) , 
I 

(19) 

wehre th e last sum is over ali int ervals of ali Pk, and hit (!) is the number 

of p?) "hitting" I, i.e. , th e number of ord ered pair s (i, k) with p?) E J. 

Secondl y, for i t-j , a;j = 4(I:;~=l X;,J.k)2 , hence E (a;;) = 4 I:;~=l E(Xl.J.k) 
dueto indep ende nce and E(X,,j,k) = O. Similarly, 

n 

1 +4 L E(Xlul· 
k=l 
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Thu s 
m 

E(¿ afi) 
i ,j =l 

m m 

¿ E(a f; ) + ¿ E (afj ) 
i=l i,j=l 

i,éj 

i=l k=l 

m n 

m + 4 ¿ ¿ E (X fj, k) 
i ,j =l k=l 

m n 

iJ = ) k = ) 
i,¡f j 

:S m + ¿ ¿ length(I;,j,k )2, wit h l ;,j ,k E Pk such that 
i,j =l k=l p(k), p (k) E I · k if it cxists 

= m + ¿ hit (I )2 lengt h(I )2, 
I 

l , 1 i,J, ' 

oth erwise ta ke length(I ;,j ,k) = 
o, 

where the last sum is aga in over ali interval s . Becau se we have found an 
upper bound on the expected value of ¿2J= 1 ªIi• it follows that ther e exists 
a choice of thresholds such that 

m 

¿ a¡j ::::; m + ¿hi t (I )2 lengt h(I )2. (20) 
i ,j =l l 

Fix such a choice of thr esholds . (So at th is stage we leave ra ndomness 
behind .) T he ra nk lemm a together with (19) and (20) gives 

A (m-2¿ 1 hit (I) length(I ))2 
rank > --~~-~~--~~ 

- m + ¿ 1 hit(I )2 length (I )2 

if 
m - 2 ¿ hit (! ) length(I ) ~ O. (21) 

I 

On the othe r hand , ra nk A :S 1 + ¿~ =l 3Nk = l + 3 ¿ 1 l, thus 

(m - 2 ¿ 1 hit(!) length(I) )2 ~ 
--~=--~---~ < 1 + 3 L l. 

rn + ¿ 1 hit (I) 2 length(I)2 - 1 
(22) 

Finally, we fix th e part it ion Pk far each coordinate k. We assume t hat 
for cach k = l, . . . , n , ali p¡k) are dis t inct . (This is not essenti al: the pt ) 
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may all be perturbed by a sufficiently small amount so as to weaken the 
left-hand side of (22) by at most e > O, for any e > O.) 

We now assume that both m and n are powers of 4. If we can prove 
m :S: en log n in this case, t hen m :S: 16cn log n in general, since wc may 
round m down to a power of 4 (thus dividing m by at most 4), and n up 
to a power of 4 (thus multip lying n by at most 4) . Ali the logarithms until 
the end of the proof will be base 2 (and indicated as such). We first divide 
[O, t i into ./m{ñ equal parts (thus cach of length 1/ ymn). These are ca lled 

base intervals . Without loss of generality no pjk) is an endpoint of a base 
interval, again by making an infinitesimal perturbation. 

Then start at t = l and !et t go down until 

cnlgn 
hit( [t, 11) length([t, 11);::,: ---;;:-

or until t = 2- 1/ 3 , whichever comes first. (Th e constant e will be fixed lat er ; 

e = 10000 is sufficient.) If t he stopping point t ¡ equa ls sorne pfk) , we go 
down slightl y mor e, without increas ing hit( [t, 11). Th en start with a new 
interval at t 1 and go down until 

cnlgn 
hit([t , t 1) ) length([t, t 1]);::,: ~

m 

or until t = 2- 2/3, whiche ver comes first. In general we go down until 

cn lgn 
hit([t, t,_¡)) length([ t, t, _ ¡));::,: ---;;:-

or until t = 2-•/ 3 , for each s = 1, ... , 3 lg n. 
If hit( I) length(J) ;::,: en lg n/ m, we call I a regular interv al, otherwi se a 

singular interval. 
Thus for a singular int erval I wc have 

cn lg n 
hit(!) lengt h(J) < --, J singular. 

m 

For a regular interval , if the stopping point did not hit a p\kl, then hit(!) 

length(I) = en lg n/ m. If the stopping point <lid hit a v\k), then hit(!) 
length(I) > en lg n/m, but 

. en lg n 
(h1t(J ) - 1) leng th( I) :::; ---;;:- . 
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Thus 

and 

. cn lgn 
h1t(J) length(J) 2: -- , J regula r, 

m 

2cnlgn 
hit(J) length(J) S --- if hit(J ) 2: 2 for regular J. 

m 

Later we'll have to take care of regular J with hit(J ) = 1 separatel y: for 
them 

¿ length(J) 2 S ¿ lengt h(J ) < ¿ length(J) = n. 
I regular / regular I 
hit(!) =! hit(!) = ! 

There are at most 3n lg n singular intervals . Wc now bo und the numbcr 
of regular intervals. For each regular interval / , !et s ¡ be the s for which 
I <;;; ¡2-s/3, 2-(s-1) /3]. The n 

¿ rs 1/ 3 hit(J ) ::=; ¿ min(J)hit(J) 
regular I regu lar / 

m 

< ¿ ¿ min(J), where k is such that I E Pk, 
i=l 

p}k)El 

m n 

< L L P?)=¿¿P )k)=m. (23) 
I i=l i =I k=l 

p}klEl 

We now bound ¿regular¡ l /( 2-si /3 hit (J )) . For each s = 1, ... , 3 lgn , 

¿ length(J) S (r( s- l)/ 3 - r•l 3 )n (since for each coordinate the 

regular I l's don 't overlap) 
s¡=s 

(21/3 - 1)22/3n < !r s/3n. 

Since length(I) hit(/) 2:: cn lgn/m for regular J, 

_1_ < _m_le_n~gt_h~(/~) 
hit(/) - cn lgn · 

Thus 

1 

:E 2-s /3 hit(JJ 
regular J 

s¡=s 

< 

13m ¿ length(J) 
2-s en ]g n regu la r I 

S¡ = s 

m 
3clgn· 
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Thus 
3lgn '°' 1 '°' m m 

L 2- s1/3hit(l) < L 3clgn = --;;· 
regular / s=l 

(24) 

By Cauchy-Schwartz, 

( '°' f2-sJ/3 hit(!) l ) 
2 

L V ,j2 - s1 / 3 hit (!) 
regular I 

cg~, I 2-s¡/3 hit(!)) cg~, I 2- s¡/3\jt(J)) 

< m111, by (23) and (24), 
e 

and the number of regul ar intervals is less than m/ ,je . Thus the total 
numb er of non-bas e inter vals is at most 3n lg n + m/ ,je (and recall that the 
number of bas e intervals is y'mn). We are now in a posit ion to estímate 
the variou s quantities in (22). We want to show that t hese est imates imply 
m :S en lg n, so we assum e that m > en lg n and aim far a contrad iction if e 
is sufficiently large ( 10000 will do). First of ali, 

1 + 3 L 1 < 1 + 3 ( y'mn + 3n lg n + ; ) 

3m 9m 3m 
< l+--+-+-

Jclgn e ,je 
16m 

< ,je (25) 

to be sure. Secondly, 

m + L hit(I) 2 length(J) 2 m + L hit(I) 2 - 1- + ~ length(J) 2 
mn 

base I regu lar J 

hit (I) = l 

+ (hit(!) length(J) )2 

non -bas e J 
h ¡ 2: 2 if reg ular 

2 1 ( m) ( 2cnmlg n) 2 
< m + nm mn + n + 3n lg n + ,je 

m 12m 4m 
< 2m + -- + -- + -

clgn e ,je i 17m • 
< 2m + ,je . (26) . 
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Thirdly, 

¿ hit(!) Jength(I) ¿ hit(!)~+ ¿ length(I) 
base I regu lar I 

hit (! ) =! 

+ hit (!) lcngth (J ) 
non-base / 

h¡ 2: 2 if regular 

< nm ~ + n + ( 3n lg n + ; ) (2c~g n) 

m m 6m 2m 
< --+--+-+ -

Jc lgn clgn e ./e 
lüm 

< ./e. 

Thus if ./e 2: 20, then (21) is sati sfied, and in fact 

'°"' 10m m - 2 L. hit(!) lcngth(J ) > m - -;;: . 
I yC 

(27) 

Substituting estimat es (25), (26), and (27) into (22) we obtain 

( 10 ) 2 ( 10) 2 16m m - Tc . 16 1 - 7c 
./e > 2m + 17m , i.e., ./e > 2 + .lI 

vc vc 
which is false if e is sufficient ly large, e.g. for ./e= 100. 

T hus m < en lg n , and the proof is finished . o 

9 Final remarks 

9.1 Infinite dimensions 

In infinit e dimens ions almost nothing is known. T hc most important 
open quest ion here is th e following. 

Problem 36. Does there exist an infinite equilateml set in any separable 
ínfinite-dimensional normed space ? 

As observed by Teren zi [38], it follows from the partition calculus of 

equilat eral set (in fact an uncountabl e one) , where e= 2No is the cardinalit y •. 
of th e cont inuum. The following two easy results are proved in [35]. 

set theory that a normed space of cardinali ty at leas t 2' has an infinite 1 
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Theorem 37. Let e > O and X cm infinite dimensional Banach space. Then 
X has an equivalent norm with Banach-Mazur distanc e of at most 2(1 + e) 
to the original norm , admitt ing an infinte equilateral set. 

Theorem 38. Let E > O and X an infinite dimens ional superrefiexiv e Ba
nach space. Then X has an equivalent norm with Banach-Mazur distancc 
of at most 1 + t to the original norm, admitting an infi ni te equilateral set. 

9.2 Generalizations 

An c:-almos t-equilateral .set in a normcd spacc is a set S satisfying 1-E :e; 
llx - YII :e; 1 + E for ali x, y E S, x =f y. Such sets havc been studied in 
(22, 9, 7, 6. 5. 2]. 

Problem 39. Prove that far each E > O there exists 5 > O such that each 
n-dimensional normed space has an t -almost- equilateral set of size (1 + 5)" . 

Equilateral sets may be genera lized to the notion of a k-dista nce set , i.c., 
a subsct S of a metric space such that {d(x , y): x , y E S , x =f y} consists of 
at most k numbers. Th en the Euclidcan case is alrcad y non-t rivial, and for 
normed spaccs a fcw result s are known: see (36]. T he following conjecture 
would gcneralizc Petty's t heorem: 

Conjecture 3 ([36]). A k-distancc set in an n-di mensional normed space 
has size at most (k + 1)" . If equality holds for some k 2: 1, then the space 
must be isometr ic to e~. 

l t is known to be true for n = 2 and for ~ ' while for genera l Ylinkowski 
spaccs there are sorne weaker est ima tes; see [36]. 
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Analytic capacity and Calderón-Zygmund 

theory with non doubling measures 

Xavier Tolsa • 

Abstract 

These notes are the lecture notes of a series of t alks given at the 
Universidad de Sevilla in December 2003. \Ve surve y sorne results of 
Calderón-Zygmund t heory with non doubling measures , and we apply 
th em to prove the sem iaddivity of the analytic capaci ty 'Y+. We provide 
a qu ite elementary pro of which <loes not use the T (l ) theorem. We 
also review other recent results in conn ect ion with the compar abilit y 
between analytic capacity and th e capacity 'Y+. 

1 Introduction 

The main purpose of th is expository paper is to discuss and review sev
era! results on Calderón-Zygmund th eory with non doub ling measures (also 
known as non homogeneous Calderón-Zygmund theory ) and to show how 
these results can be applied to problem s related to analytic capacity. 

In recent years it was shown that many results on Calderón-Zygmund 
theory remain valid if one <loes not assume that the underlying measure of 
the space is doubling. Recall that a Borel measure µ on IR.d is said to be 
doubling if there exists sorne constant C > O such tha t 

µ(B(x , 2r)) :e; Cµ( B(x , r)) for ali x E supp (µ ) , r > O. 

One of th e main motivations for exte ndin g the class ical theory to the non 
doubling cont ext was th e solution of severa! question s related to ana lyt ic 
capacity, like Vitushkin's conjecture or Painlevé 's prob lem. In this type of 
problems, one considers an arbitrary compact set E in t he complex plane 
and one is interested in finding a Radon measure µ supported on it such 
that the Cauchy transform Cµ. (see Section 2 for the precise definition ) is 

"P art ially supported by gran t s BFM2000-0361 and MTM2004-00519 (Spa in), 2001-
SGR-00431 (Generalitat de Cata lunya) , and HPR N-2000-0116 (European Union) 
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bounded on L2 (µ) . l t may happ en that the only non zcro measures wit h 
t hese properties are non doubling. 

In ordcr to stud y n-dim ensional Cald erón-Zygmund operat ors (CZO 's) 
in IFl:.d, with O < n ,S d, we will consider measur cs µ sat isfying the growth 
condit ion 

µ (B (x , r )) 'S Corn for ali x E IFl:.d, r > O. ( 1) 

Lct us remark th at t his is a quit e nat ural condit ion , because it is neccs
sary for t he L2 (¡.) bounded ness of any CZO whose kerne l k(x, y) sat isfies 
lk(x, y) I ~ Clx - y¡-n (see [5, Th corcm III .1.41). 

One of th e main difficult ies t hat arises when one dea ls with a non dou
bling measnre µ is due to the fact that th e non centered maximal Hardy
Littlcwood operator 

M;:C f( x) := sup { µ(~) l lfl dµ: E closed ball, x E B} 
may fail to be of weak typ e (1, 1) (th e superin dex "ne" sta nds for non cen
tered). Somet imes th e centered version of the operator, that is 

AlµJ (x) = sup (Et )) ( lf l dµ , 
r> OJ-l X,r JB (x, r ) 

is a good substitut e of 1\:1;:c f , beca use using Besicovitch's covering theorern 
one can show th at lvlµ is boun ded from L 1 (µ) into L1·""(µ ), and in LP(¡1), 
for 1 < p ,S oo. However, one cannot always use t he cent ered maxirnal 
Har dy-Littlewood operator instead of the non cente red one . In th ese cases, 
other arguments (usua lly more involved) are required. 

This paper is not inte nded to be a complete survcy ncither on Ca lderón
Zygrnund theory with non doubling measur es nor on ana lytic capa city. We 
rccommcnd the int ereste d rcader to have a look at th c surveys [6], [28], [54], 
[26], for exampl e. 

Regarding non homogeneous Calderón-Zygmund theo ry, we will focus 
our attcnt ion on sorne of the results more dir ect ly connect ed to analyt ic 
capacit y. In Section 3, for example , we will review the proof of the weak 
(1. 1) boundedness of CZO 's which are bounde d in L 2 (µ) , using a Ca lderó n
Zygmund type decompositio n adapted to t he non doubling context . We will 
also give the detail ed proof of Cotl ar's inequalit y, which we think tha t is 
pa rt icularly simple and illuminating. We will stat e and discuss (but not 

simplicity we will not pay much att enti on to T (b) typ e theorems, alt hough ~ 

th ey are import ant results which play a very importan t role in connection 

prove) the T(l) th eorem. On the oth er hand, for reaso ns of brevity and 1 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

241

with analytic capacity. Wc ask thc rcader thc to forgive us about this 
quest ion . Sirnilarly, we will only rnake sorne brief comme nt s abo ut ot hcr 
results dealing with the space RBMO, Hardy spaces, commutators, weight s . 
etc. 

The second part of the paper is dedicated to anal yt ic capacity. In Scction 
4, we revicw sorne prop erties of analytic capacit y and its connection with 
thc Cauchy transform , Menger curvature , and rectifi ability. In Section 5 we 
obtain severa! characterizations of th e analytic capaci ty 'Y+ using sorne of th e 
rcsu lt s provcd or describcd pr eviously about non homo geneous Ca lderó n
Zygmund theory. In parti cular, from one of the se characterizations the 
semiadditivity of 'Y+ follows in a straightforward way. i\loreover, we provide 
a quite elementary proof of the semiadditivity of 1+ which does not use the 
T(l) theorem (although we also explain the argume nt which uses the T (l ) 
thcorem). 

The proof of the semiaddit.ivity of 'Y and its comparab ility with 'Y+ rc
quir es much mor e work and it is out of th e scope of t his paper. Neverth eless, 
the last sect ion conta ins sorne commen ts about this to pic and related result s. 

2 Preliminaries 

An open ball centered at x with radius r is denot ed by B (x ,r), and 
a closed ball by B(x ,r). By a cub e Q we mean a closed cube with sidcs 
parnllel t o the ax es. \Ve denote it s side len gt h by C(Q ) and it s ccnt cr by xq . 

A Radon meas ure on ]Rd has growth of degree n (or is of degree n) if 

there exists sorne constant C0 such that µ(B (x, r) ) :,; Corn for ali x E !Rd. 
r > O. When n = l, we say that µ has linear growth. If there exists sorne 
constant C such that 

c-1r:,; µ(B(x, r)) :,; Gr for ali x E supp(µ), O< r:,; d iam(supp(µ)) , 

then we say t hat µ is n-dimensional AD-regular 

The space of finite complex Radon measures on !Rd is denoted by M (!Rd). 
This is a Banach space with the norm of the total var iati on: llµII = l11l(!Rd) . 

n- dim ensional Calderón-Z ygmund kernel if th ere exist constants C > O and •. 
r¡, with O < r¡ $ 1, such t hat thc following inequalit ies hold for ali x , y E JRd, 

We say that k:(,,·): !Rd x !Rd \ {(x,y) E !Rd x !Rd x =y}-, IC is an 1 
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X# y: 

e 
lk(x,y)I::; -1 -- In' x-y 

and 

, Clx- x'lry 
lk(x,y)- k(x ,y)[::; I I + 

X -y n ry if fx - x'I ::; lx - vl/2. 

Given a positive or complex Radon measure µ on JRd, we define 

Tµ(x) := j k(x ,y)dµ(y), x E IRd \ supp (µ). 

(2) 

(3) 

We say that T is an n-dimensional Calderón-Zygmund operator (CZO) with 
kernel k(-, ·). The int egral in the definition may not be absolutely conver
gent if x E supp(µ). For this reason, we consider th e following E-truncated 
operators Te, e> O: 

T, µ(x) := 1 k(x, y) dµ (y), 
lx- yl>< 

Observe that now the integral on the right hand side converges absolutel y 
if, for instance, lµl(JRd) < oo. 

Given a fixed positi ve Radon measure µ on JRd and f E L¡0 c(µ), we 
denote 

Tµf( x ) := T(f dµ)(x) X E ([ \ supp (f dµ) , 

and 
Tµ,d (x ) := T,:(f dµ)(x). 

The last definition make s sense for ali x E JRd if, for example, f E L 1 (µ). 
We say that Tµ is bounded on L2 (µ) if the operator s Tµ,, are bounded on 
L2 (µ) uniformly on t: > O. Analogously, with respect to the boundedne ss 
from L1(µ) into L 1•00 (µ ). We also say that T is bound ed from M(JRd) into 
L 1•00 (µ) if th ere exists sorne const ant C such th at for ali v E M(JRd) and ali 
>.> o, 

uniformly on E > O. 
The Cauchy transform is the CZO on C originated by the kernel 

k(x ,y) = -- , 
y - x 

x ,y E C. 
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lt is denoted by C. That is to say, 

Cµ(x) := f- 1- dµ(y), 
y-x 

X E iC \ supp (µ). 

As usual, in the paper the letter 'C' stands for an abso lute constant which 
may change its value at di fferent occurrences. On the othe r hand, constants 
with subscripts, such as C1, retain its value at different occurrences. The 
notation A ;S B means that there is a positive absolute constant C such 
that A S CE . Also, A,:;:; B is equivalent to A ;S B ;S A. 

3 Calderón-Zygmund theory with non doubling 

measures 

In this section we will review sorne results about Calderón-Zygmund 
theory for non doubling measures µ in JRd satisfyin g the growth condition 
( 1) that will be useful in connectio n with analytic capac ity. Fir st, we will 
describe a Ca lderón -Zygmund decomposition suitabl e for this type of mea
sures, and then we will show how one can use it to prove that a CZO which is 
bounded on L2 (µ) is also of weak type (1, 1). Furthcr , we will prove Cotlar 's 
inequality, and we will talk about the T(l) theorem, and other result s. 

Preliminarily, in next subsection, we <leal with the existence and prop
erties of the so called doubling cubes, which play a very important role in 

this theory. 

3.1 Doublin g cubes 

Given e,> 1 and f3 > c,n, we say that Q is (a, /3)-doubling if µ(c,Q) S 
jJ µ(Q), where c,Q is the cube concentric with Q with side length af(Q). 
For definiteness, if a and f3 are not specified , by a doub ling cube we mean 

a (2, 2<1+1 )-doubling cube. 
Befare proving Theore m 3, we state sorne remarks about the existence 

of doubling cubes . 
Because µ satisfies the growth condition (1), there are a lot of "big" 

doubling cubes . To be precise, given any point x E supp(µ) and e > O, 
there exists sorne (n,,8) -doubling cub e Q cente red at x with l(Q)::,. c. This 
follows easily frorn (1) and the fact that ,B > c,n. Ind eed, if there are no 
doubling cubes centered at x with l(Q) ::,. e, then µ(nmQ) > f3mµ(Q) for 

Th ere are a lot of "small" doubling cu bes too: if f3 > c,d, then for µ-a :e. •. 
x E JRd there exists a seque nce of (e,, ,8)-doubling cu bes { Qk}k center ed at 

each m, and letting m---, oc onc sees that (1) canno t hold. 1 
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x with C(Qk) _. O as k _. oo. Thi s is a property that any Radon measur e 
on JRd satisfies (the growt h cond ition (1) is not necessary in this argum ent). 
Th e proof is an easy exercise on geometric measure t heory that is left for 
thc reader. 

Observe that, by the Lebesgue differentiation theorem, for µ-almost ali 
x E JRd one can find a sequence of (2, 2d+ I )-doubling cubes { Qk}k centered 
at x with R.(Qk)-> O such tha t 

lim (Ql ) r f dµ = f(x). 
k - = µ k }Qk 

As a consequence, for any fixed .\ > O, for µ-almost ali x E JRd such that 
l.f(x)I > .\, there exists a sequence of cubes {Qk}k centered at x with 
C( Qkl _. O such that 

l 1 .\ lim sup - (2Q) lfldµ > ----;¡:¡:y· 
k- oc µ k Qk 2 

In next lemma we prove a very useful estímate from [8] involving non 
doubling squares which rclics on th c idea th at the mass µ which lives on non 
<loubling squares must be sma ll. 

Lemma l. If Q e R are concentr ic cubes such that there are no (a , /3)
dou bling cubes (with /3 > 0/n) of the form akQ, k ~ O, with Q e akQ e R, 

then, 

{ 1 1 1 dµ(x)s.C1, 
jR \ QX - XQn 

where C1 depends only on a , /3, n, d and Ca . 

Proa f. Let N be th e least integ er such that R e aN Q. Far O s_ k s_ N we 
have µ(akQ) s_ µ(aNQ) / ¡3N-k. Then, 

r ~-1-~d¡ ,(x) < 
}R \ Q lx - XQ ¡n -

t1 1 dµ(x) 
k=I o•Q\o•-•Q lx - XQln 

s. e ~ µ(akQ) 
L., C(akQ)n 
k= l 
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3.2 Calderón-Zygmund decomposition 

Lemma 2 (Calderón-Zygmund decomposition). Assume that µ 8atís 
fies (1). For any JE L 1 (µ ) and any A> O {wíth A> 2d+! IIJIIL1(µJ/llµII if 
11µ11 < x) we have: 

{ a) There exists a famil y of almost disjoint cubes { Q;}, (that is, L ; XQ, :S 
e) such that 

1 ( .>-
µ(2Q ; ) JQ, lfl d11 > 2d+1 , 

1 1 .>-- (2 Q ·) lfl d¡1 :::: zd+l f or r¡ > 2, 
µ r¡ ' ~Qi 

IJI :S A a.e. (µ) on !Rd \ U; Q;. 

(4) 

(5) 

(6) 

{b) Far each i, let R.; be a (6, 5n+I )-doubling cube conce ntric with Q;, with 
l(R,) > 4l(Q;) and denote w; = ~. Then, there exists a fam ily 

"--k XQk 

of functions <p; wit h supp(,p;) e R ; and with constan t sign satisfyi ng 

j <p;dµ = 1. fw ;dµ, 
Q, 

{where B is some constant) , and 

(7) 

(8) 

(9) 

The lemma above was obtained in [44], where it was used to prev e that 
if a linear operator is bounded from a suitable space of type H 1 into L 1(µ) 
and from Lx(µ) into a space of type BMO, then it is bounded in LP(µ ). 
for 1 < p < oo. This Ca ldcrón-Zygmund decomp osition has also shown to 
be useful in a var iety of ot her situations (see, for examp le, [45], [17], [18]). 

3.3 W eak (1,1) boundedness of Calderón-Zygmund opera-
tors 

The result below was first obtained in [35], although a previous proof 

th e proof of [45], which is different from th e one of [35] and it is based on •. 
t he Cald erón-Zygmund decompo sition of Lemma 2. 

valid only for the Cauchy transform appeared in [42]. Below wc reproduc e 1 
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Theorem 3. Let µ be a Radon m easure on ]Rd satisfy ing the growth con
dition (1). Jf T is an n-dimensional Calderón-Zygmu nd operator which is 
bounded in L 2 (µ), then it is also bounded from M (!Rd) into L 1·=(µ). In 
particular, it is of weak type (1, 1). (as far as we know) 

Proof. We will show that Tµ is of weak type (1, 1). By similar arguments , 
one gets that T is bounded from M(!Rd) into L 1•00 (µ). In this case, one has to 
use a version of the Ca lderón-Zygmund decomposition in the lemma above 
suitabl e for complex measures (see the end of the proo f for more details). 

Let f E L 1 (µ) and ,\ > O. It is straightforward to check th at we may 
assume ,\ > 2d+ 1[[J l[L1(µ)/ [[µ[[. Lct {Q;}i be the almos t disjoint family of 
cu bes of Lemma 2. Let R; be the smallest (6, 6n+J )-doubling cube of the 
form 6kQi, k ~ l. Then we can write f = g + b, wit h 

g = f X!Rd\U, Q, + L 'Pi 

and 

b= ¿b i := ¿(wif- <p;), 

where the functions 'Pi satisfy (7), (8) (9) and Wi = ~-
2....,k XQk 

By (4) we have 

So we have to show that 

µ{ x E !Rd \ LJ2Q;: [Tµ,cf(x)[ > ,\} ~ ~ J [f[ dµ. (10) 

' 
Since J b; dµ = O, supp(b ;) e R; and [[b; [[u(µ) ~ C ÍQ, [JI dµ, using con
dition 2 in th e definition of a Calderón -Zygmund kernel (which implies 
Horm ander's cond ition), we get 

{ [Tµ,eb;[ dµ ~ C J [b;[ dµ ~ C { [JI dµ. 
k~~ 1~ 

Let us see that 

r [Tµ,eb;[ dµ ~ e r [JI dµ 
J2R,\2Q; }Q , 

(11) 
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too . On th e one hand , by (9) and using th e L2(µ) boundedness of T and 
that R; is ( 6, 5n+ 1 )-doubling we get 

1Ri ITµ,e'Pil dµ S (1R, ITµ,e'P;[2 dµ ) l /
2 

µ (2Ri) 112 

s C (! l'P; l2 dµ) 
112 

µ (R ;)112 

s º L lf ldµ . 
Q, 

On the other hand, since supp (wd) C Q;, if x E 2R; \2 Q;, th en ITµ,ef(x)I s 
C ÍQ, lfl dµ/lx - XQ, In, and SO 

{ ITµ,,(w; f) I dµ s e { lx - ~ ¡n dµ (x ) X { lfl dµ , 
~~ ~~ ~ k 

By Lemma l, th e first int egral on the r ight hand side is bounded by sorne 
constant indcpende nt of Q; and R;, since th ere are no (6, 5n+I )-doubling 
cub es of the form 6kQ ; between 6Q; and El¡. T herefore , (11) holds . 

Then we have 

s ¿ f ITµ,,:b; 1 dµ 
i JIT!.d\ LJ. 2Qk 

s e ~ k, IJ I dµ s e j IJI dµ . 

T herefore, 

µ{ x E IRd \ LJ 2Q; : ITµ,,b(x)I > ,\} S ~ J lfl dµ . (12) 

' 
The corresponding int egra l for the function 9 is easier to estímate. Taking 
into account th at 191 s C ,\, we get 

µ{ x E IRd \ LJ 2Q;: ITµ,, 9(x) I > ,\} S i j 1912 dµ S ~ j 191 dµ . (13) 

' 
Also, we have 

f 19ldµ s L . lfl dµ + L J l'Pil dµ 
IT!. \U, Q, ; 

s j lfl dµ + ~ h, lfl dµ s e j lfl dµ. 
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Now, by (12) and (13) we get (10). 

If we want t o show that T is bounded from M(IRd) into L 1•""(µ) , th en in 
Lemma 2 and in the arguments above f d¡L must be subst it uted by dv, with 
v E 111(1Rd), and lfl dµ by dlvl. Also, condition (6) of Lemma 2 shoulcl be 
stated as "On !Rd \ U; Q; , v is absolutcly continlloll s with respect to µ , that 
is v = f dv, and moreover IJ(x )I :S .\ a.e. (µ) x E JRd \ U, Q,". With other 
minor changes , the argum ents and estimates above work in this situation 
~- o 

3.4 Cotlar's inequality 

This inequality involves sorne maximal operators which we proceecl to 
define. Thc centered max im al Hardy-Littlewood operator appliecl to v E 

Af(!Rd) is, as usual, 

M,,11(x) = Slip (Bt. )) r_ dlv t. 
1·>0 µ X . r } B(x ,r) 

A uscful variant of thi s oper ato r is thc following: 

,Vµv( x)=sllp{ ( t. )) r_ dlvl:r>O , µ (B (x , 5r) ) :e::;5d+lµ(B(x,r) ) } . 
µ B x, r } B(x.r ) 

The non centered version of M11 is 

N,,v (x) = slip { µ(~) h dlv l : B closed ball, x E B , µ(5B) :e:; 5d+l µ(B ) } . 

For .f E LloJµ) we set M µJ = M 1,(jd¡1), M1J = M1,(j d¡1), and N1,J = 
N1,(.fd¡1), The opcrators Mµ and Mµ are bollncled in LP(µ). ancl from M (!R'1) 

into Ll,=(µ). This fact. can be proved llsing Besicovitch' s covering theorem 

for Mµ and Mµ, and Vit.ali's covering theor em with balls B(x , 5r) in tite 
case of N 1, . 

If T is a CZO, th c maxirna l operator T. is 

T,v(x) = suplT ev(x)I 
e>O 

and the 5-truncated maxima l operator T,./i is 

T,.,w( x) = sup ITcv(x )I 
e>J 

We also set T¡,,. f = T, (.f dµ ) and T,,,•,J f = T. ,J (f dµ ) for f E Lf0 c(µ). 
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Theorem 4 (Cotlar's inequality). Let µ be a positive Radon measure on 
IR.d with growth of degree n . lf the T is an n-dimensional CZO bounded from 
M(IR.d) into L 1,00 (µ), then for O< s :S 1 we have 

T, ,J v(x) :S Cs (X{,(IT,wl 8 )(x )1fs + Mµv(x)) , for v E AJ(IR.d), x E !Rd, 

(14) 

where C., depends only on the constant C0 in (1), s, n , d, and the norm of 
the T0 from M(!Rd) into L1•00 (µ). 

Cotlar's inequality with non doubling mea.sures is due t o \Tazarov, Treil 
and Volberg [35], althou gh not in the form stated above, which is from [43] 

To provc Theorem 4 we will need sorne lemmas. The first one is Kol
mogorov's inequality whose proof can be found in [27, p. 299]. 

Lemma 5. Let µ be a positive Radon measure on IR.d and f : IR.d ____, C a 
Borel function in L 1,00 (µ) . Then far O < s < 1 and far any µ-measurable 
set A e IR.d with µ(A) < oo, 

( _1_ r lf lsdµ)l/ s :s (1- s) -1 /s llf llv ,=(µ). 
µ(A) }A µ (A ) 

Also, we have the following result. 

Lemma 6. Let O< r < R, with R = 5Nr, Jf5d +1µ(.B(x,5k-lr)) :S 
µ(B(x, 5kr)) far k = 2,, .. , N, then we have 

µ(B(x,R)) 
ITRv (x) - Trv(x)I ~ R Mµv(x ), 

far each v E M(IR.d). 

Compare this result with Lemma L In both cases one assumes that there 
exists a sequence of concentric non doubling balls or squares, Moreover , the 
proofs are similar, 

Proof. Wc set Bk = B(x, 5kr) and Ko = µ(B(x , R))/ R, Th en we have 

ITRv(x ) - Trv(x) I = [i <ly-x¡.,:5Nrk(x, y )dv(y )l 

< f_ r ~dlvl(y) 
k=l }5k- 1r<ly- xl".5:.5kr IY xi 

~ t lvl(Bk) _ t lv l(Bk) 
k=l (5krJn - k=l (5k- N R )n , 

(15) 
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Also, noti ce that 

µ(Eh) :S 5(k-N)(d+l) µ(EN) = 5 (k-N) (d+ 1) RKo. 

Therefore, 

and by (15), 

1 5(k-N )(d+l-n ) 
~~~- < Ko-----
5 (k - N )n Rn - µ(Bk) 

N 5(k - N)(d +l -n) ¡v j (B k) 

~ Ko; µ(Bk) 

N 

~ Ko ¿ 5(k-N)(d+I-n ) M1,v( x ) ~ KoMµv (x) 
k~I 

o 
Combinin g Lemma 6 with the usual argumen ts we are going to prove 

Cot lar 's inequa lity (14). 

Proof of Theorem 4 Let é > íi and x E JRd. Since µ has growth of degree n , 
there exists sorne n 2". 1 such that 

(16) 

(see Subsect ion 3.1). We assum e that n is th e least inte ger 2': 1 such that 
(16) holds . Set e'= 5né. By Lemm a 6, 

Also, it is straightfor ward to check that IT,,¡5v(x) - Te>v(x) I :S CMµv (x) . 
Therefore, 

IT,v (x) - T,,v(x)I :S CMµv(x ). 

Thu s it only rema ins to show that 

IT,, v(x)I :S Cs (Mµ(IT ,Wl5 )(x) 1/ s + Mµv (x)). (17) 

Since 
µ(B(x ,E')) :S 5d+ 1µ(B (x,c'/ 5)) , (18) 

we can apply the usual argument, as in [27], pp. 299-300, to prove (17). We 
set 

dv¡ = Xii(x,, ')dv, dv2 = dv - dv¡. 
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For y E B(x,é'/5), since é1 > 56 we have T., v2(x) = Tó112(x) = T112(x) and 
Tó112(y) = Tv2(y). Using (1) it is easy to check that ITó112(y) - Tó112(x)I ::ó 
CMµv(x). Therefor e, 

ITe<v(x)I = ITó112(x) I :S: ITóv2(Y)I + C2Mµ11(x) (19) 

::Ó ITó111(Y)I + ITóv(y)I + C2Mµ11(x). (20) 

Assume first s = l. If T,,v(x ) f. O, Jet O< A< IT, ,v(x ) I- For y E B(x , é1 / 5) , 
by (20) eit her C2Mµv(x) > >-/ 3 or ITóv(y) I > >-/ 3 or ITóv1(Y)I > .>-/3. 
Th erefore, eith er 

or 

B(x,c'/5) = {y E B(x ,é ' / 5) : \Tóv(y)\ > A/3}u{y E B (x , c'/5): \Ts111(y)\ > A/3} . 

But we have 

µ{y E B(x,é'/5): \T¡;v(y)I > A/3} ::ó ~ { \Tóv\dµ 
A} B(x ,,' / 5) 

3 - 1 -
:S: >. µ(B(x ,é / 5)) Mµ(Tsv)(x ), 

and by the boundedness of T¡; from M(JRd) into L1·= (µ ) and (18), 

µ{y E B(x, é'/5) : IT,¡111(Y)I > >-/ 3} 
Jbll. \v l(B(x , é1)) 

~ .>- .>-

< µ(B( x , é' / 5)) ,1 ( ) 
~ A 1C µV X . 

In any case we obtain .>-< 3Mµ(Tóv)(x) + CMµv(x ). Since this hold s for 
O< A< IT,,,v(x)I, (17) follows when s = l. 

Assume now O< s < l. From (20) we get 

IT.,v(x) l8 ::ó ITó111(y)l8 + ITóv(y)l8 + CM µv(x)8. 

Int egrat ing with resp ect toµ and y E B(x ,é ' / 5) , dividing by µ(B(x,é' / 5)) 
and raising to the power 1/ s we obt ain 

\Te,v(x)I ::; c. [( 1 1 r ¡T.111 lsdµ) 1/s 
µ(B (x,E / 5)) ls(x, e'/5 ) 

+ ( (B ( 1 
1 / 5)) ( IT¡;v\•dµ) l / s + Mµv( x)] .(21) 

µ X , e } B(x ,e' /5 ) 
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By (18), the second term on the right hand side of (21) can be est imate d 
by Mµ(IT8v l')(x) 1f s. On the other hand, the first term is est imat ed using 
Kolmogorov 's inequality , the bound ednes s of TJ from M(IR.d) into Ll, 00 (µ) , 
and (18): 

( 
1 1 )l/s IITJv1IIL1,=(µ) < llv1II 

IT8v1lsdµ ;S 
µ(B(x,E:'/5)) B(x ,,' / 5) µ(B(x,E:'/5)) ~ µ(B(x,E:'/5)) 

;S .Mµv(x). 

Now (17) follows. D 

A direct consequence of Cotlar's inequality and Th eorem 3 is th e follow
ing result. 

Theorem 1. 1et µ be a Radon measure on IR.d of degree n. If T is an 
n-dimensional CZO bounded in 1 2 (µ), then Tµ,• is bounded in LP(µ) , p E 
(1, oo), and from M( IR.d) into L 1•00 (µ). 

Proof. By Th eorem 3, int erpolation , and du ality, Tµ is bounded in LP(µ), 
p E (1, oo), and from M(IR.d) into 1 1•00 (µ) . Then , by Cotlar's inequality 
it is clear th at T, ,8 is bound ed in LP(µ), p E (l ,oo), uniformly on o > 
O. Hence , by monoton e convergence , T. is also bound ed in LP(µ) , p E 
(l , oo). Th e boundedn ess of T. from M (IR.d) into 1 1•00 (µ) follows as in 
th e classical doubling case, using Kolmogorov 's inequalit y and taking into 
account that the non centered version of the maxim al operator Mµ (which 
is Nµ) is bound ed from M(!Rd) into L1·00 (µ) . See [43] for th e det ails. D 

3.5 The T(l) theorem and other results 

Let us introduc e sorne not ation and definitions. Given p > 1, we say 
that J E 1iac(µ) belongs to th e space BMOp (µ) if 

s~p µ(;Q) l lJ-mQ(J )ld µ < oo, 

where th e supremum is taken over all the squares in IR.d and mQ(J) is the 
µ-mean off over Q. 

Following [34], a Calderón-Zygmund operator Tµ is said to be weakly 
bounded if 

l (Tµ,,XQ,XQ)I :5 Cµ(Q) for ali the cub es Q e IR.d, uniforml y on E:> O. 
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Notice that if Tµ is antisymmetric, th cn the left hand side ab ove equals zero 
and so Tµ is weakly bounded. 

Now we are ready to st at e the T(l) th eorem : 

Theorem 8. Let µ be a R adon rneasure on !Rd of degree n, and let T be an 
n-dirnensional Calderón- Zygrnund operntor. The followi ng conditions are 
equivalent: 

(a) Tµ is bounded on L2 (µ) . 

(b) Tµ is weakly bounded and, far sorne p > 1, we have T1,.,(l), T; .,(l) E 
EMOp(µ) uniform ly on e> O. 

{ e) There exists sorne cons tant C3 such that far ali e > O and ali the cubes 
Q e !Rd, 

IITµ,,XQIIL'(1,IQ) S:: C:iµ(Q) 112 and IIT;,,xQ IIL'(µIQ) S:: C3µ(Q) 112 . 

The classical way of sta tin g the T(l) theorem is t he equivalen ce (a) {::> 
(b). Howcver, for sorne app lications it is sometime s more practica! to stat e 
the rcsult in terms of th e L2 boundedness of Tµ and r; over characteri st ic 
functions of cubes , i.e (a){::> (e). 

Theorem 8 is the exten sion of the classical T(l ) theorem of David and 
Journé to measures of degree n which may be non doubling. Thc result 
was proved by Nazarov, Treil and Volberg in [34], alt hough not exact ly 
in the form stated above. An independent proo f for th e particular case 
of t he Cauchy tra nsform was obtained almost simult aneously in [42J. For 
the equivalence of conditions (b) and (e) above, the reader should see [47, 
Rcmark 7.1 and Lemma 7.3]. Other (more recent ) pro ofs of the T(l) theor em 
for non doubling measures are in [53] (for the particular case of the Cauch y 
t ransform) and in [47]. 

Let us rem ark that th c boundedness of Tµ on L2 (µ) docs not imply the 
boundedness of Tµ from L 00 (µ) int o EMO(µ) (this is t he space EMOp(µ ) 
with para meter p = 1), and in general Tµ,,( l) , T;,, (1) e/, EMO(µ) uniforml y 
on E: > O, See [53] and [22]. On the contrary , one can show that if Tµ is 
bounded on L2 (µ), th en it is also bound ed from L°c (µ) into EMOp (µ) , for 
p > 1, by arguments simila r to the classical ones for homogeneous spaces , 
However , the space El\fO p(µ) has sorne drawb acks, For example, it depend s 

solve these probl ems, in [44] a new space called REM O (µ) has been int ro- •. 
du ced , REMO(µ) is a subspace of EMOp(µ) for all p > 1, and it coincides 

on the parameter p and it does not satisfy the J ohn-Ni renb erg inequalit y, To 1 
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with BMO(µ) when µ is an AD-regular measur e. Moreover, REMO (µ) sat
isfies a John-Nirenberg typ e inequality, and all CZO 's which are bounded 
on L2 (µ) are also bounded from L00 (µ) into REMO (µ ). For th ese reason s 
REMO(µ) seems to be a good substitute of the classical space EMO far 
non doubling measures of degree n. For the precise definition of REMO(µ ) 
and its properties, see (44]. 

Much more results on Calderón-Zygmund theor y with non doubling mea
sures have been proved recently. For exampl e, severa ! T(b) typ e theor ems 
have been obtained in (8], (7], (36], [37], [38]. Ther e are also results concern
ing Hardy spa ces (46]; weights (12], [21], [39]: comrnut ators [2], [19], [44]; 
rnultilínear cornrnutators (18]; fractional integral s [13], [14]; Lipschitz spaces 
[15]; Triebel-Lizorkin spaces [17]; etc. 

4 Analytic capacity 

4.1 Definition 

Th e analytic capacity of a cornpact set E e C is 

1(E) := sup lf'(oo)I , (22) 

where the suprernurn is taken over ali analytic functions f : C \ E--->IC with 

lf l :C::: 1 on IC \ E, and J'( oo) = lirnz-oo z(f(z) - f (oo)). 
The notion of analytic capacíty was introduc ed by Ahlfors [1] in thc 

1940's in ard er to study the removability of singulariti es of bound ed analyti c 
functi ons. A comp act set E e C is removable for bounded analyti c function s 
if for any open set !1 contain ing E, every bound ed function analyti c on !1\ E 
has an analyt ic ext ension to !1. Ahlfors showed th at E is rem ovable if and 
only if 1 (E) = O. 

Painlevé's problern consists of characterizing rernovable singularities for 
bounded analytic functions in a metric/geometric way. By Ahlfors' result 
this is equivalent to describe compact sets with posit ive analytic capacity in 
rnetric/geornetric terms. 

Vitushkin in t he 1950's and 1960's showed tha t analytic capacity plays a 
central role in pro blems of uniforrn ratío nal app roximatio n on comp act sets 
of the complex plan c. Many results obtained by Vit ushkin in connection 
with uniform rational approximation are stated in te rms of 1 . See [56], or [52] 
for a more modern approac h, for example. Further , because its applications 
to this type of problem s he raised the question of the semiadditivity of 1 . 
Namely, <loes there existan absolute constant C such that 

1(E U F) :e:; C(,(E) + , (F) )? 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

255

4.2 Basic properties of analytic capacity 

One should keep in mind that, in a sense, analytic capacity measures the 
size of a set as a non removable singularity for bounded analytic function s. 
A direct consequence of the definition is that 

E e F '* ,(E) :C: 1 (F). 

Moreover, it is also easy to check that analytic capacity is translation in
variant: 

1 (z + E) = 1(E) 

Concerning dilations , we have 

, (>.E) = i>..l,(E) 

Further, if E is connected , then 

for ali z E C. 

for ali >.. E IC. 

diam(E)/4 :C: 1 (E) :C: diam(E ). 

The second inequality follows from th e fact that the analytic capa city of a 
closed disk coincides with its radius, and the first one is a consequen ce of 
Koebe's 1/4 theorem (see (11, Chapter VIII] for the details, for example ) . 

4.3 Relationship with Hausdorff measure 

Th e relat ionship between Hausdorff meas ure and ana lyt ic capac ity is the 
following: 

• If dimH(E) > 1 (here dimH stands for the Hausdorff dimension) , th en 
1 (E) > O. This resul t follows easily from Frostman 's Lemma. 

• 1(E) :C: H 1 (E), where H 1 is the one dimensiona l Hausdorff measure , 
or length. This follows from Cauchy 's integra l formula , and it was 
proved by Painlevé about one hundred years ago. Observe that , in 
parti cular we deduce that if dimH(E) < 1, th en 1 (E) = O. 

By th e state ments above, it turns out that dimension 1 is th e criti ca! di
mension in connection with analytic capacity. Moreover, a natural quest ion 
arises: is it true that ,( E) > O if and only if H 1(E ) > O? 

Vitushkin showed that the answcr is no. Indccd , he constructcd a com-

was purely unrectifiable. That is, it intersect s any rectifia ble curve at most ~ 

in a set of zero length. Motivatcd by this example (and others , I guess) 

pact set in IC with positi ve length and vanishing anal yt ic capacity. This set 1 
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Vitushkin conjectur ed tha t pur e unr ectifiab ility is a necessary and sufficient 
condition for vanishing analytic capacity , for sets with finite leng th. 

Cuy David [7] showed in 1998 that Vitushkin 's conjecture is true: 

Theorem 9. Let E e C be compact with H 1 (E ) < oo. Then, 1(E ) = O if 
and only if E is purely unrectifiable. 

Lct us remark that thc "if" part of th e theorem is not due to David 
(it follows from Calderón 's theorem on the L2 boundedness of the Cauchy 
tra nsform on Lipschit z gra.phs). The "only if" par t of the th eorem, which 
is mor e difficult, is th e one provcd by David. See also [30], [8] and [20] for 
sorne preliminary contributi ons to the proof. 

Theorem 9 is the solution of Painlevé's problem for set s with finite length. 
The analogous result is false for sets with infinite length. For this type of set s 
there is no such a nice geometric solution of Painlc vé's problem, and wc havc 
to content ourselve s with a characterization such as the one in Corollary 18 
below (at lcast, for thc momcnt). 

4.4 The capacity 1 + and the Cauchy transform 

The capacity 1+ of a compact set E C C is 

1+(E) := sup{¡,(E) : supp(µ) CE , IICµIIL=(q ::; l}. (23) 

That is, 1+ is defined as I in (22) with the additional constra int that f should 
coincide with Cµ , where µ is sorne positive Radon measure support cd on E 
(observe that (Cµ)'( oc) = - µ(C) for any Radon measu re µ). To be precise , 
there is anot her lit tl e difference: in (22) we asked IIJ IILx (c\E) ::; 1, while in 
(23) IIJIIL=(q ::; 1 (for J = Cµ). Trivially, we ha.ve 1+( E) ::; 1(E ). 

The following lemma relates weak ( 1, 1) estima.tes for the Cauchy integral 
operator with L 00 estima.tes (which in its turn are connected with ' )'+ and 
1), 

Lemma 10. let µ be a Radon m easure with linear growth on C. The fol
lowing statem ents are equivalen t.-

( a) The Cauchy transfo rm is bounded from M( C) in to L 1•00 (µ). 

(b) For any set A C C there exists some functio n h supported on A , with 
O::; h::; 1, such tha t f hdµ ?> c- 1µ(A ) and IIC,:(h dµ)IIL=(q::; C far 
al/ E > Ü. 

The constant C in (b) depends only on the norm of the Cauchy transform 
is bounded from M(C) into L 1•x(µ) , and converse/y. 
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This lemma is a particular case of a result which applies to more general 
linear operators. The statement (b) should be und erstoo d as a weak suhsti
tutc of the L 00 (µ) boundedness of the Cauchy integra l operator, which <loes 
not hold in general. 

We will prove the easy implication of the lemma , t hat is, (b) =} (a). For 
the othcr implication , which is due to Davie and 0ksenda l [10] the reader is 
referred to [3, Chapter VIIJ. 

Proof of (b) =} (a). It is enough to show that for any comp lex mcasurc II E 

M(C) and any ,\ > O, 

µ{x E C: Rc(C,v(x)) > ,\} S Ctll _ 

To this end, let us denote by A the set on the left side ab ove, and let h be a 
function supported on A fulfilling the properties in the st atemcnt (b) of the 
lemma. Then we have 

µ(A) S C j hdµ S ~R e (j (C,11) hdµ) = -,\C Re(J C, (hdµ) dv) S Ctll 

D 

Remark 11. Notice that if E supports a non zero R adon measure µ with 
linear growth such that the Cauchy integral operatorCµ is bounded on L2 (µ ), 
then there exists some nonzero function h with O S h S XE such that 
IIC,(hd¡t)IILx (q S C nniformly on €, by Theorem 3 and the preceding 
lemma. Letting € -, O, we infer that IC(hd,,) (z) I s C f or ali z ¡t E , and so 
'Y(E) > O. 

A more precise result will be proved in Theorem 14 below. 

4.5 The curvature of a measure 

Given thr ee pairwi se different points x, y, z E C, the ir Meng er cnrvatnre 
is 

1 
c(x,y , z)=R( . )' 

x ,y , z 

where R(x, y, z ) is thc radiu s of th e circumference pass ing through x, y , z 
(with R(x,y,z) = oo, c(x,y,z) = O if x,y ,z lie on a same line). If two 
among these points coincide, we Jet c(x,y, z) = O. For a positive Radon 
mcasure µ, we set 

c¡,(x) = // c(x, y, z)2 dµ(y)dµ(z ), 
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and we define the curvatur e of µ as 

c2 (µ) = J c¡.(x)dµ(x) = J J J c(x ,y , z)2 dµ (x )dµ(y)dµ(z). (24) 

The notion of curvature of measures was introduced by Melnikov [32] when 
he was studying a discret e version of analytic capacit y, and it is one of the 
ideas which is responsibl e of the big recent advance s in connection with ana
lytic capacity. The notion of curvature is connected to the Cauchy transform 
by th e following result, proved by Melnikov and Verde ra. 

Proposition 12. Let µ be a Radon measure on C wit h linear growth. We 
have 

(25) 

where c;(µ) is the E:-truncated version of c2 (µ) (define d as in the right hand 

side of (24), but with the tripl e integral over {x, y , z E C : lx-yl , IY- zl, lx
zl > é}), and IO(µ(C))I::; Cµ(C). 

The identity (25) is remarkable becaus e it relates an analytic noti on (t he 
Cauchy transform of a measure) with a metric-geometric one (curvature). 
We give a sketch of the proof. 

Sketch of the proof of Proposition 12. If we don 't worry about truncation s 
and the absolute convergence of the int egra ls, we can writ e 

IICµlli 2(µ) = JI! y~ x dµ(y{ dµ(x) 

= J J J (y_ x)\z _ x) dµ(y )dµ(z) dµ(x). 

By Fubini (assuming that it can be applied correctly ), permuting x, y, z, we 
get, 

where S3 is the group of permutations of three elements. An elementary 
calculation shows that 
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So we get 
2 1 2 

IICµIIL,(µ) = 6 e (µ) . 

To argue rigorou sly, above one should use the truncated Cauchy trans
form Ceµ instead of Cµ. Then we obtain 

!Je rl I ( )\ ) dµ(y)dµ( z) dµ (x) } ix- y >E y - X Z - X 
lx-z l>, 

!Je Íx- yl>, ( _ )\----=-) dµ(y)dµ(z )dµ (x) + O(µ(IC))(26) 
11~-z i>, y X Z X 

ly- zl>c 

By the linear growth of µ, it is easy to check that IO (µ (IC))I <:: µ(IC). As 
above, using Fubini and permuting x, y, z, one shows th at the triple integral 
in (26) equals c;(¡1)/ 6. O 

Dueto Propos ition 12, the T(l) theorem for the Cauchy transform can 
be rewrit ten in the following way: 

Theorem 13. Let µ be a Radan measure on IC with linear growth. Th e 
Cauchy transfarm is bounded an L 2 (µ) if and anly if 

far ali the squares Q C IC. 

Observe that thi s result is a restatement of the equ ivalence (a) ,;,:, (e) in 
Theorem 8, by an application of (25) to the measur c µ¡Q, for ali the squares 
Q c lC. 

5 Semiadditivity of r+ and its characterization in 

terms of curvature 

We denote by E(E) the set of Radon measures supported on E such that 
µ(B(x,r)) <:: r for ali x E IC, r > O. 

Theorem 14. Far any campact set E e IC we have 

'f+( E) "' sup{µ(E ) : µ E E(E), IIC,µIIL=(µ) <:: 1 VE> O} 

"' sup{µ(E ) : µ E E(E), IIC,µllh µ) <:: µ (E) VE> O} 

"' sup{µ(E ) : µ E E(E), c2 (µ) <:: µ (E) } 11. 
~ '"P{µ( E) µ C E( E), IIC, IIP (,J,Vi, I C 1 Ve> O} ~ 
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In the statement above , IICµIIL2(µ),L'(µ) stands for thc opcrator norm of 
e,, on L2 (µ). That is, IIC,, IIL2(µ),L2(µ) = SUPoo IICµ,, IIL' (µ),L2(µ)· 

Proof. We denote 

S¡ .- sup{µ(E ) : µ E ~(E), IICEµIIL=(µ) <::: 1 Ve > o}, 
S2 .- sup{µ(E ) : µ E ~(E), IICcµII¿,(µ) <::: ¡t(E)Vc > O}, 

S3 .- sup{µ(E) : µ E ~(E), c2 (µ) <:::µ(E) }, 

S4 .- sup{µ(E): µ E ~(E), IICµIIL'(,,),[,2(¡,) <::: 1 Ve > o}. 

We will show that r+( E ) :S S1 :S S2 :S S3 :S s~ :S 'Y+(E). The inequalit y 
S3 :S S4 requires more work than the others. \Ve will give two proofs of it . 
Onc uses the T(l) theorem and the other not (and so it is more elementary) . 
Proa/ of 1+(E) :S S1. Let µ be supported on E such t hat IICµIIL= (C) <::: 1 
with r+(E) <::: 2¡,(E). It is enough to show that µ has linear growth and 
IIC,1illuc(µ) <::: C uniformly on €>o. 

First we will prove the linear growth of µ. For any fixcd x E IC, by Fubini 
it tums out that for almost all r > O, 

r -
1 

_l _
1 
dµ(z) < OO. 

}¡z- x l=r Z - X 

For this r we havc 

µ(B(x ,r)) = - Cµ(z )-=-: <::: r. j . d 

lz- x l=r 21n 

Now the linear growth of µ follows easily. 
To dcal with the L""(µ) norm of CE we use a standard technique: we 

rcplace C, by the regulari~ed operator Ce, defined as 

where r, is the kernel 

C,µ(x) = j rE(y- x)dµ(y) , 

r, (z) = { t 
E2 

if lz l > E, 

if lz l <::: E. 

Then, CEµ is thc convolutio n of the complex measure µ with the uniformly 
continuous kernel r, and so C,µ is a continuow; functio n. Also, we have 

1 x, 
r,(z) = z * 7!';2, 
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where Xe is the characteristic function of B(O,é ). Since µ is compact ly 
supported, we have the following identit y: 

e- 1 Xe Xe C 
. µ = - * -2 * µ = - 2 * µ. 

Z 1TE 1TE 

This equality must be understood in the sense of distributions, with Cµ 
being a function of Lloc(C) with rcspect to Lebesgue planar measure. As a 

consequence, if IICµ IIL=(C) ::; l, we infer that IIC,µIIL"'(µ) ::; 1 for ali é > O. 
Since µ has linear growth, we have 

ICeµ(x) - C, µ (x) I = ~ 1 r (y - x)dµ(y ) I :s: e, (27) 
E }¡y-x i<• 

and so l!CeµIIL=(µ) ::; C un iformly on E> O. 
Proa/ aj S1 ;S S2. Trivial. 
Proa/ aj S2 ;S S3. Thi s is a dire ct consequence of P ropos ition 12. 
Proa/ aj S3 ;S S4 usin g the T( l ) thearem. Let µ supp ort ed on E with linear 
growth such that c2 (µ) ::; µ(E ) and S3 :S: 2µ(E). vVe set 

A:= {x E E: c~(x )::; 2} . 

By Tchebychev µ(A ) ~ 11(E)/ 2. Moreover, for any set B C IC, 

c2(µ ¡a n .4) ::ó ¡¡-{ c(x, y, z)2 dµ(x )d¡1(y)dµ(z) 
l xeBnA 

= 1 c~(x) dµ(x)::; 2µ(B ). 
xeBn .4 

In particular, this estímate holds when B is any squ are in IC, and so Cµ1A is 

bounded on L2(µ¡.4), by Th eorem 13. Thus S4 ~ µ(A ) '°" S3 . 

Proa/ aj S3 ;S S4 withaut using the T(l) theorem. Take µ supportcd 011 

E with linear growth such that c2 (µ) :S: µ( E) and S3 ::; 2µ(E). To prove 
S3 ;S S4 we will show that t here exists a measure v supported on E wit h 
linear growth such that v(E) ~ µ(E)/4 and IICv ll L2(v ),L'(v ) :S: C. 

Given C4 > O, Jet 

A,:= {x E E: IC,µ (x)I ::Ó C4 and c~(x ) ::Ó en. 
Since J c1(x) dµ(x) = c2 (µ) :S: µ(E) and , by Prop ositi on 12, J IC,µ12 dµ :S: 
Cµ( E), we infer that µ(A,) ~ µ(E)/2 if C4 is chosen big enough, by Tcheby
chev. 
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We want to show that the Cauchy integra l operator Cµ
1
A,•" is bounded 

on L2 (µ¡AJ· To this end we introdu ce an auxiliary "curvat ure operator": 
for x, y E A,, consider the kernel k(x,y) := J c(x , y , z )2dµ(z) , and Jet T be 
the operator 

Tf(x) = J k(x, y)f(y ) dµ(y). 

By Schur's lemma , T is bounded on V'(µ¡A J for ali p E [1, oo], because for 
ali x E A, , 

J k(x,y)dµ¡A , (Y) = J k(y,x)dµ ¡A, (Y) 

= 1 c(x,y,z) 2 dµ(y )dµ(z ) s ct( x) s cJ 
yEA~ 

Given a non negative (real ) function f supported on A .,, by arguments sim
ilar to the ones in the proof of Proposition 12, we have 

J J J x- yl>e c(x, y, z)2 f(x )f (y) dµ(x)dµ(y)dµ( z ) 
lx-zl>e 
ly-zl>e 

- 2Re j (C,µ) C<(f dµ) f dµ + O(llflli,(µJ). 

See [53, Lemma 1) for the details , for example. Thu s, 

To estímate the first term on the right side we use the L 2 (µ¡A,) boundedn ess 
of T (recall that supp(f) e A,): 

j(Tf, f)j s IITJIIL'(µJ IIJIIL'(µJ s C\lf lli2 (µJ· 

To <leal with the second integral on the right side of (28) , notice that IC,µ I S 
C4 on the support off, and so 

By (28) we get 

2 2 C4 
IIC,(f dµ)IIL2(µJ s C llfll1,,(µJ + 2 IIC,(f dµ)i1L2(µJ ll!IIL'(µJ, 
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which implies th at IIC, (f dµ) IIL'( ) <:'. CIIJIIL' (µ)· 
So far we have proved the Lt(µ¡ A,) bound edness of Cµ1A,, <· If A, were 

independent of E, we would set v := µ¡A, and we would be don e. Unfortu
nately this is not th e case and we have to work a lit t le more. We set 

where C5 is sorne consta nt big enough (with C5 > C4) t o be chosen below. 
By Th eorem 7 and th e discussion above, we know tha t C, * is bound ed from 
M (IC) into L 1•00 (µ ¡A,) (with const ants independent of 1c).' T hus, 

Cµ( E ) 
µ{x E A, : ICe,,µ(x)I > C5} <:'. ~ -

If C5 is big enough , the right hand side of th e precedin g inequalit y is <:'. 
µ(E)/4 <::: µ(A,) / 2. Thus , µ (Be) ~ µ(E) / 4. 

We set 
B := íl B, . 

<> 0 

Notice that, by definiti on, Be C B 0 if e > 8 and so we have 

. 1 
µ (B ) = hm¡1(B,) ~ -µ (E ). 

e-o 4 

By the same argument used for A , , it follows th at Cµ18 , ,, is bound ed on 

L2 (µs,) (with const ant independent of E) , and thus Cµ18 is bounded on 
L2 (µ¡8 ). If we takc v := µ¡8 , we are dome. 
P-roof of S4 ;S í' + (E) . T his is a dir ect consequence of Lemm a 10 and th e 
fact that the L2 (µ) boundedness of Cµ implie s its bound edness from M( C) 
into L1•00 (µ), as shown in Theorem 3. D 

From the preceding th eorem, since the term 

sup {µ( E ) : µ E E(E ), IICµIIL'(µJ,L'(µ) <::: 1 "k > o} 

is count ably semiadditiv e, we dedu ce that í'+ is also counta bly semiadd itive. 

Corollary 15. The capacity í'+ is countably semia dditi ve. That is, if E;, 
i = 1, 2, ... , is a count able (or finite) family of compact sets, we have 

--Y+( lJE ;) <:::cf>+(E ;) . 
i=l i= l 
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Anoth er consequence of Th eorem 14 is that the cap acity 1+ can be cha r
actcrizcd in t erms of th e following potential, introduc ed by Verdera [53]: 

Uµ(x) = sup µ(B(x,r)) + c~(x) 112 . 

r>O T 
(29) 

The precise result is the following. 

Corollary 16. For any compact .set E e IC we have 

1+(E),::; sup{µ(E) : µ E 1:(E) , Uµ(x) ~ 11/x E IC} 

The proof of thi s corollary follows easily from t he fact that 

1+(E) "'=' sup{µ(E): µ E 1:(E), c2 (µ) ~µ( E)}, 

using Tchcbychev. The dcta ils are left for the reader. 
Let us remark that the preceding characte rizatio n of 1+ in terms of Uµ 

is interesting because it suggests that sorne techniques of potential theory 
could be useful to study i+· See [48] and [53]. 

6 The comparability between 'Y and r+, and re

lated results 

6.1 Comparability between I and í+ 

In [49] the following result has been proved. 

Theorem 17. There exists an absolute constant C such that far any corn
pact set E e IC we have 

1 (E) ~ C 1+(E). 

A s a consequence, "!(E)"'=' 1+(E). 

An obvious corollary of the prcceding resu lt and thc characterizatio n of 
"/+ in terms of curvature obta ined in Th eorem 14 is the following. 

Corollary 18. Let E C <C be cornpact. Then, 1 (E) > O if and only if E 
supports a non zero Rado n rneasure with linear growth and finite curvatur e. 

Since we know that "/+ is countably scmiadditi ve, t he same happcns with 

"f '. 
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Corollary 19. A nalytic capacity is countably sem iadditive. That is, if Ei , 
i = 1, 2, .. . , is a countable (ar finite) f ami ly of compact se ts, we have 

'Y(LJ Ei) <:: cf= 'Y(E;). 
i =l i=l 

Notice that, by Th eorern 14, to prove Theor ern 17 it is enou gh to show 
t hat th ere exis ts sorne rneasure µ supported on E wit h linear growth , sat 
isfying µ( E ) "=' -y(E), and such th at the Ca uchy t ransfo rrn C1, is boun ded 
on L2 (µ) with abs olut e consta nts . To irnpl ernent t his ar gurn ent, th e rnain 
to o! used in [49] is the T(b ) th eorern of Nazarov , Treil and Volberg [36]. 
To apply this theor ern, one has to constru ct a suita ble rneasure µ and a 
function b E Lev(µ ) fulfilling sorne suitable para-a ccret ivity conditions. Th e 
construction of µ and b is the rnain difficult y which is overcorne in [49], by 
rnean s of a bootstrappin g argurn ent which involves the po tential Uµ of (29) . 

Let us rernark t hat t he cornparab ilit y betwcc n -y and 'Y+ ha d bec n prcvi
ously provcd by P . Joncs for cornpac t connccte d sets by gcornctri c argurnents, 
very different frorn t he ones in [49] (see [40 , Chapter 3]) . On the ot her hand, 
t he case of Cantor sets was studi ed in [25]. The proof of [49] is inspired in 
part by the ideas in [25]. 

Corollary 18 yield s a charac terization of rern ovab le sets for bounded an
alytic functions in terrn s of curvature of rneasure s . Alt hough this resul t has 

a definit e geornet ric flavour, it is not clear if this is a really good geornetr ic 
characte ri zation . Neverth eless, in [51] it has been shown tha t th e char 
act erizat ion is invariant under bilipschi tz rnappings, using a corona type 
deco rnposit ion for non doubling rneasur es. See also [16] for an ana logous 
result for sorne Cantor sets. 

6.2 Other capaciti e s 

In [50], sorne resu lts ana logous to Th eorerns 14 and 17 have been ob
tained for th e cont inuous analyti c capaci ty a . Thi s capac ity, int roduced by 
Vitu shkin, is de fined like -y in (22), with th e ad dit iona l requi rernent that thc 
funct ions f cons idered in the sup should extend continuo usly to the who le 
complex plane. In parti cular, in [50] it is shown tha t a is semiad dit ive. 
This result has sorne nice consequences for the the ory of uniforrn rati onal 
approximation on thc complcx planc. For cxampl e, it implies the so called 

Volberg [57] has pro ved th e natur al genera liza t ion of Th eorern 17 to •. 
higher dirnens ions. In th is case, one should conside r Lipschi tz harrnon ic 

inner boundary conject ure. i 
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capacity inst ead of analytic capacity (see [31] for th e definition and prop
erties of Lipschitz harmoni c capac ity). Th e main difficulty arises from the 
fact that in this case one does not have any good substit ut e of the notion 
of curvature of measure s, and then one has to argue with a potentiaJ very 
different from the one defined in (29). See also [24] for related results which 
avoid the use of any notion similar to curvature. 

The techniques in Theorem 17 have also been used by Prat [41] and 
Mateu, Prat and Verdera [23] to stud y th e capacit ies 'Yo: associated to a
dimensional signed Riesz kernels with a non integer: 

y-x 
k(x, y) = IY - xi"+!. 

In [41 J it is shown that sets with finite a-dimen sional Hausdorff rneasure have 
vanishing capacit y 'Ya when O< a< l. Moreover, for the se a's it is proved 
in [23] that 'Yo: is comparable to one of the non linear Wolff's capacities. 
The case of non integer a with a > 1 seems much more difficult to study, 
although in the AD regular situat ion sorne results have been obta ined [41]. 

The results in [41] and [23] show that the behavior of 'Ya with a non integer 
is very different from the one with a integer. 
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Discrete and continuous-time models of 

financia! derivatives 

Hong-Ku n X u ' 

Abstract 

Quantitati vc financc is onc of thc fast cst growing arcas of applied 

mathematics. Uu<ler the assumption that the under lying asset (stock) 
follow a binomial model (in the discrete case) or the geometric Brown
ian motion model (in the continuous-time ca.se), we discuss th e pricing 
problem of financia! <lerivatives writt en on the stock. Both Europ ean 
and American options are discusse<l. Rcplicat ions and hedging are in
clude<l. The Black-Scholes rno<lel with a stochastic volat ility is ab o 
discusscd. 

1 The Discrete Binomial Models 

1.1 The Binomial Model 

In our financi a! world, we ass um e t hat two assets are trad ed: one is 
risklcss and ca llcd bond, deno t ed B; onc is risky and ca lled stock, denote<l 
S. 

In a discrete mod el, we assume that the trading of the stock S is ca rried 
out at discrete time s i = O, 1, 2, · · · , N. In a bin omia l model, we assum e 
that, if, at time i 2'. O, t he sto ck price is S;, then at th e next time i + 1, the 
stock pric e takes one of pos sible two values: either uS; or dS;, wher e u > O 
and d > O are constants satis fyin g the following assum pti ons (in ard er to be 
free from arbitrage): 

d<l + r<u 

where the constant r > O is t he interest ra te for each per iod betwe en time s 
i and i + l. 

·supported in part by the ~atio nal Research Fo11ndation of Sou th Africa. 1 
2000 Mathematics Sub3ect Classzfication. Primary 91B28: Secondary 91B70, 60H05. •. 
K ey words and phrases. Binomial mode l1 risk neutral eva luation, European opt ion: 

American optio n, marting ale 1 geometric Brownian motion , Black-Scholcs, stochastic cal

culu s, stochastic vo latilit y. 
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Th e stoc k prices {S;}¡;,0 are thu s random variabl es. We may identify 
th em in th e following way (see [7] for more deta ils) . Let íl denote .the 
sampl e spac e of out comes of tossing a coin N tim es independently; that is, 

íl = { w = w1 · · · w N : w; = H or T , 1 ::; i ::; N} 

where H represents for a head, and T for a tail. Assume p = Il"{H} an d 
q = Il"{T} are th e prob abilit ies th at H and respect ively, T app ears when th e 
coin is t ossed once. 

Now we can assumc that each S; is rando m variable defined on íl , but 
th ere is a convention: for w = w1 · · · WN E íl, 

S;(w) = S;(w1 · · ·WN) = S ;(w1 · · ·w;) 

only depending upan w1 · · · w;, the outcome of t he first i tosses of th e coin. 
Th en th e binomi al model of our stock is 

Therefore, 

S;+1(w1 · · · w;H ) = uS;(w ¡ · · ·W;), 

S;+1(w1 · · · w;T) = dS ;(w1 · · · w;). 

S;(w ¡ · · ·WN) = S0u#H , d#T, , 

where # H; (#T ;) is th e numb er of heads (t ails) in t he outcom e of the first 
i tosses w ¡ · · · w; of the coin; t hat is, 

#H; = #{j: Wj = H , 1 ::; j::; i}, 

#T; = #{j : Wj = T, 1 :s; j :s; i}. 

1.2 Risk-Neutral Valuation Formula 

Now suppo se th at we have a Europ ean stylc derivat ive securit y writ te n 
on the stoc k S . For instance, a Europ ean call or put option on S. Reca ll 
th at a European cal! (pu t) option gives t he holder t he right, but not t he 
obligat ion, to purchase (sell) one share of t he underlying stoc k for a prede 
te rmin ed pri ce K (called strik e price) at a predeter mined time T (called t he 
expiration time). 

Since the derivati ve secur ity has a right and no obligat ion, it has a value. 

( fair or no-arbitr age) value of th e securit y ( opt ions, in pa rti cular). Below •. 
we concent rate on Euro pea n optio ns for simp licity. 

On e of the fundam ental problems in quantitati ve finance is to determine th e 1 
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We use h(x) to denote the payoff funct ion. Henc e 

{ x-K 
h(x) = (x - K)+ = 0 

for a European call option , and 

{ K-x 
h(x) = (K - x)+ = 0 

for a European put option. 

ifx > K, 
if x S K, 

if x < K, 
ifx ::C: K, 

Since at the expiration time T, the value of the option is a {known) 
random variable; it is the payoff h(Sr) = (Sr - K)+ for a call, and h(Sr) = 

(K - Sr)+ for a put. We can work out the value s at all ti mes by a backward 
induction method. 

Denote by Ca, C1, · · · , CN the values of the option at t imes i = O, 1, · · · , N; 
thu s C N = h( Sr). So the question is how to determine C; for i = N -
1, · · · , 1, o. 

Let F; denote the a - algebra of th e stock pri ce inform ation up to tim e i; 
that is, F, is the a-algebra generated by {Sj }J=O' or by the first i tos ses of 
the coin. So S; is known with respect to F;; we say that S; is F;-measurable. 
{F;}j! 0 is an increasing seque nce of a-algebras and is called a filtration on 
n. Moreover, (n, F , { F;} j! 0 , ll") is called a filtered probability space. (Here 
F denotes the a-algebra of ali price information up t o t ime N; usuall y, it 
is the power set of n, and lP' is the market probabi lity measure .) 

Discountin g plays a fundamental role in opt ion pricing theor y. We use 
{ S;} ¡!0 and { C';} ¡! 0 to denote the discounted stock pr ice and the option 
value processes, resp ect ively. That is, for each O Si S N, 

- 1 
S---S ' - (1 + r)i ., 

- 1 
C; = (1 + r)iC;. 

The risk -neutral probabilities p and ij play key role, which are the no
arbitrage probabilities that the stock price goes up t o uS; an d clown to dS; 
from time i to the next time i + l. Since the risk-neutral probabilities give 
no tendency for the prices go upward or down ward on average, we have , in 
terms of conditional expectation, 

JE[SH1IF;] = S;, i = o, 1, .. ,N - 1. (1) 
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In other words, the discounted stock price process { .S\ }¡~0 is a marti ngale 
(wit h respect to the risk-neutral probability measur e). 

\Ve can find p and ;¡ from (1). lndeed, since the stoc k pri ce process is 
l\farkovian (no memor y of the past histories ), we have, noting that 

1 -
Si+1(w1 · · ·wT) = --d S (w¡ · · ·w;), 

' 1 + r J 

IE[S\+1 I.S\](w¡ · · · w;) 

pS;+1(w1 · · ·w ;H) +ij S;+1(w¡ · · ·W;T) 
1 - 1 -v1 + ruS;(w¡ · · ·w;) + ¡¡1 + rdS;(w 1 • · -w;) 

- 1-( pu + ijd)S;(w¡ · · ·w;). 
l+ r 

So the martingale pro perty (1) implies that 

1 
1 = --(pu + ijd) . 

l+r 

Hence 
_ l+r-d 
p= u - d ' 

u-1- r 
ij = u-d · (2) 

Under t he risk-neutr a l probabilities p and ij, the discount ed value proccss 
{Ci}t'.,0 is also a marting ale: 

IE[C';+ilF ;] = C';, i = o, 1, · · · , N - l. (3) 

Since a martin gale has a constant expectation, we have th e risk-n eutral 
pricing formula: 

- [ CN 1 ] C; = !E (1 + r )N- i F; ' i = O, 1, · · ·, N . (4) 

In particular, we have the fair price at time O which is the premium tha t 
the buyer must pay upfront to the seller: 

(5) 
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1.3 Hedging 

To hedge means to eliminate risks. Our port folio consist s of sto ck and 
bond. A trading stra tegy specifies th e numb er of shares of the sto ck and 
the number of units of th e bond in the portfoli o. 

Let 1> = (1>~, 1>; );;=0 be our dynamic trading st ra t egy, where 1>~ is the 
number of units of bond and 1>; the number of shares of the stock which 
ar e determin ed at time n - 1 and held in our port folio until the next tim e 
n (At time n , due to arri val of new price inform ation , th e t radin g strategy 
is re-adju sted to (d>~+i , .P!i+i ) which is held unt il t he next t ime n + 1.) 

Th e value pro cess {11,,(,t,)};;=0 of thi s tradin g str at egy ,t, is defined as 

11,,(,t,) = 1>;,S,. + 1;?,Bn, n = O, 1, · · · . N 

where Bn is the cash am ount at timen in the bond ; th at is, Bn = (1 + rt . 
Wc writ c Vn = Vn(a\) unless specified otherwi se. 

A tr ading st rate gy .P = (q;~, ,t,!,);;=0 is called self-financing if 

Th e interpretation is t hat at time n, once th e new price Sn is quote d, th c 
investor re-adjusts bis posit ion from (.P~, <1>;,) to (</J~+J, a\!,+1), without brin g
ing or consuming any wcalth (no new cash input or outp ut). so th e value of 
t he port folio must remain unchanged . 

Note th at in a t radin g st rat egy </J = (q,g, </>;), </>; is determined at tim e 
n - 1 (Bn is determ inist ic for ali n). In ot her words, 1>; is det ermined by 
the sto ck price informatio n up to time n-1 , or a\; is F n-1-measurabl e. \Ve 
say t hat { ,t,;,} is predi ctab le ( or previsible). 

A trading strat cgy ,t, = (q,~, ,t,;,) is admi ssiblc if it is self-financin g and if 

Vn ~ O at ali tim es n ~ O. 

An admissible trad ing stra tegy .P = ( q,~, a\;,) is said to replica te a deriva
t ive securi ty with expirat ion t ime N if 

where CN is the payoff of the security on expirati on . In this case, we also 
say that q; = (q,~, 1>!,) is a replicating trad ing stra tcgy for t he security. 
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Th e discounted value process {Vn} is given by 

- 1 1 
Vn = BnV n= (l+r)nVn, n=O , l, ·· · , N. 

The self-financing property (6) can be rewritten as 

(</>:. - </>:.+1JS'n = <P~+l - </>~. 

lt follows that 

Thus 

<P~i+1S'n+l + </>~+l - </>~S'n - </>~ 
</>:.+l (S'n+l - S'n)• 

n-1 
Vn =Va + I:>J+1(S' j+1 - S'j), 

j =O 

(7) 

(8) 

(9) 

Eq. (9) says that the discounted valuc process {Vn} is the martingale trans
form of the discounted stock price of {S'n} by the previs ible process {</>:.}; 
hence, the discounted value process {Vn} is martingale under the risk-neutrnl 
probability measure IP': 

IE[Vn+1 I.Fn] = Vn, n = O, l , · · · , N - l. (10) 

In particular, 
(11) 

Undoing the discount ing gives 

So, if </> = (</>~, <1>:i) is a replicating trading strategy (i.e., VN = CN ), th en 
from the risk-neutral pricing formula (4) and (12), we find that 

Cn=Vn, n =0 , 1, ··· ,N . 

In another word, at every time, the value of the deri vat ive security is the 
same as the value of the replicating strategy. Let us now find what is <1>:i in 
this portfolio. From Eq. (8), we have 

<1>:.= ~t = ~t, n=l , 2, · ,N, (13) 
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where 

t:i.Cn = Cn - C'n-1, n ~ 1, 

To summarize we have: 

To pric e and hedge a European style derivative secur ity against the payoff 
Gr at the expiration time T, one follows the three steps below: 

• Use (2) to find the risk-neutral probability (martingale) measure 1P' 
under which the discounted stock price proce ss {Sn} is a martingale. 

• Form the discount ed value process 

• Find the previsible process { q'>~} determined by 

which is t he holdin g in t he port folio of th e numb er of shares of th e 
stock at time n - l. 

Remark l. (i) The above summary shows us a f act that every European 
style derivative security against a payoff C N ( afien also called a contingent 
claim) can be replicated. Such a market is called complete; otherwise it is 
incomplete. 

(ii) In the above we showed that 1P' is a probability measure under which 
every discounted stock pri ce process is a martinga le. Note that 1P' is indeed 
equivalent to the market probability m easure IP'; that is, 

IP'(w) = O s=> IP'(w) = O, w E íl. 

if there exists a unique prob ability measure 1P' which is equivalent to 1P' and ~ 
und er which every discoun ted stock price process is a martingal e. 

It has been shown tha t a no-arbitrage mark et is complete if and only 1 
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1.4 American Options 

Let us consider an American style derivative security on a stock within 
the binomial model discussed abovc. Recall that an American call (put) 
givcs the holder the right , but not thc obligation , to purchasc (scll) onc 
share of the stock for a predetermined price K ( thc strikc price) at any time 
before or ata predetermined time T (the expiration time). 

Since an American option has more right over its European counterpart, 
the American option is wort h more th an (or at least ) it s Europe an counter 
part. However , it has been shown th at an American call option has th e same 
value as its European countcrpart, if there is no dividend paid out during 
thc lifctimc of the option. But an American put option usually has bigger 
value than its European counterpart. 

An American option can be exercised at any time between O and N , 
we can identify the American option with a stochastic process {Zn};~=O 
which is adapted to the natural filtration {Fn}, wherc Zn is the immediate 
profit obtained from exercising th e option at time n . For an American put, 
Z., = (K - Sn)+. 

We shall use the backward method to compute the values of the option. 
Let {V¡} be the value process of the American option. Let g be the payoff 
function (e.g., g(x) = (K - x)+ for an American pu t option). 

American Algorithm, 

g(x) , 

max { 1 ! r (PV1+1(ux) + IJV1+1(dx)),g(x)}, O Se j Se N - 1, 

v1 ( Sj) is the value of the American option at time j, O Se j Se N . 

Alternatively, 

We see that V¡ 2'. Zj for ali j; that is, the value of the American option is 
worth at ali times at least the payoff obtained from cxerc ising. 

Again if we considcr th e discounted processes: 

- 1 Z · - --Z 
J - (1 + r)J ;, 
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we have 

Proposition 2. The discoun ted value process {V,} is a W'-supermartingale: 

Moreover, {V,} is the sma llest ÍP'-supermart-ingale such that Vj 2: Z1 for ali 
j. 

When should the owner exercise his Ameri can opt ion? To answer this 
qucstion we need th e conce pt of stopping time s: 

A rando m variabl e T n --> {O, 1, 2, · · · , N} is a stopp ing tim e if, for 
eachO :Sn:SN, 

{T=n}EF ,,. 

Example 3. The random variable at which the value of the Ame rican option 
hits the payoff first tim e is a stopping time; that is, 

T(w) := min{j: Vj(w) = Z1(w)}, w E !1 (14) 

is a stopping time . 

If {X,,} is a process and if T is a stopp ing t ime, t hen the stoppcd process 
{ X,,/\T} is defined as follows: 

It is known that if {X n} is a martingal e and if T is a stopping time, then 
the sto pp ed process { Xn/\T} is also a martingale. 

D efinition 4. A stop pin g time To is sa id to be op t ima! for t hc American 
op tion { Zj} if 

IE[ZT0 IF0] = sup IE[ZTIFol, 
TETO,J\ ' 

where To.N is th e set of ali sto pping times T tak ing values in {O, 1, · · · , N} . 

Theorem 5. Let {Vj} be defined by the Am erican A lgori thm. We have 
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{i} Far O 5. j 5. N, 

Vj = max{(l + r)jlE[(l + r)-r ZTIFJ]}, 
T 

(15) 

where the max is taken over all stopping time s r such that j 5. r 5. N . 

{ii} The stopping time T E ro,N is optimal if 

Vo = lE[(l+ r) - T Zr]. 

In particular, the stopping tim e r defined in (14} is optima/. Ind eed, 
if the owner does not exercise his Ameri can option at time j in the 
state w such that Vj(w) = Zj(w), then the seller of the option can 
immediately consume the positive amount of the difference 

1 -
Vj(w) - --IE [\.'f+1IF1](w) 

l + r 

without expose to any risk . 

In terms of discounted processes, we can rewrite (15) as 

Í1j = maxlE[.,\IF 1]. 
Tj,N 

Since {"Vj} is a supermartingale, we have the decomposit ion: 

fS = MJ -Á 1 

where { Mj} is a mart ingale and { Á1} is an increasing predictabl e process 
null at O. 

Since the market is complete, there is a self-financing trading strategy 
¡p = (ef.,~, ef.,~) replicating M: 

Since the discounted value proc ess {Ílj(ef.,)} is alP-mart ingale, we get for any 
j, 

So we have 

Vj(q,) ll'[VN(<P)IF1l 
ll'[MNI.Fj] 
f;fj. 
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and 

Vj = V;(</l) - Aj, 

with Aj = (1 + r )1 A1. It follows that the writer of the American option can 
perfectly hedge himself in the following way: Once he receives the premium 
V0 = V0 ( </J) at time O, he then follows the trading strategy </J that creates a 
wealth V; ( </J) at time j which is bigger than or equa l to V;. So there is no 
risk for him to payoff the amount Zj when th e owner exerc ises the option 
at time j. 

Remark 6. As mentioned above, the holder of an A merica n option should 
exercise at the stopping time T determined in Eq. {14). The holder obvioi,sly 
does not exercise the option at time j if V; > Zj because if he does, he 
receives Z1 , while the market value at time j is V;. So he must exercise at 
a tim e T at which Vr = Zr. The first time for this to happen is given by the 
stopping time in Eq. {14). 

On the other hand, the largest optima/ stopping time is given by 

{ N, if AN = O, 
Tmax = inf{j : Aj+l 'f' O}, if AN 'f' O. 

2 The Black-Scholes Theory 

2.1 The Geometric Brownian Motion Model 

Assume our mark et consis t s of two tradable assets : one riskless bond B 
and one risky asset (stock) S. 

The behavior of the bond B is modelled by the ODE 

that is, 

{ dBt = rBt , 
Bo = 1, 

where r > O is a constant which is interpreted as the instantaneons interes t 
rate. 

Assnme the stock S sat isfies the stochastic differential eqnation (SDE) 

dSt = St(µdt + adW 1). (16) 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

284

Solving th e SDE (16) via It o's Lemma (see th e App endix) we see th at t he 
stock price St follows the geometric Brownian moti on (GBM) 

(17) 

Assume the markct is within thc Black-Schol cs cnviron ment: arbitrage -free , 
no transaction costs, same rate r for lending and borr owing, no costs for 
storag e. 

Suppos e now we havc a Europ can contin gent claim hr based on th e 
stoc k S with exp iration date T and strike price of I<. (For examp le, hr = 
( Sr - K) + if the claim is a European cal! option, and hr = ( K - Sr)+ if it is 
a European put option.) Such a claim hy is a nonnegat ive random variable 
which is Fy-measurable , where {Ft}t:>o is the natu ral filt ration generat ed by 
the standard IP-Brownian motion {Wt}t:>o- It is assu med throughout that 
hy is square-integrable. 

Th e GBS model (17) is the limit of th e discrete binomial mod el discussed 
in th e previous sectio n. To see thi s, we fix a time t E (O, T) and equally 
divid e th e interval [O, t] into N subint ervals: [(i - l )ó, ió] (i = 1, 2, · · · , N) , 
where o= Ot = t /N . 

Let us discretize our stock S,. Suppose that if th e current price of the 
stoc k is s, then thc ncw pricc for the next time is given by us or ds , where 

where µ > O and 17 > O are two constants. (µ is called the drift and 17 th e 
volatility of thc stock.) 

Let XN denote the numb er of heads in the first N tosses of a coin (then 
the number of tails is N - XN) so that the stock price is 

Manipulations give 

( r;(2XN-N)) St = Soexp µt + 17Vt /N . (18) 

The Central Limit Theorem, Let {En} be a seque nce of independent 
identically distributed random variables under the probability measure 1P 
with finite mean v and finite variance 172 > O. Let Yn = ¿7=1 Ei· Then 

Y. - nv ,, ~ --->Y~ N(O, 1) , 
vna 
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where th e convergence is in distribution. 

Now our XN is th e sum of N independ ent ran dom variables I:;'.c1 ~;. 

where 

Noti cing 

~i = { 1, if the toss is an H, 
O, if the toss is a T . 

1 
IP% = l} = ll"{( , =O}= 2. 

1 
IE[~;] = 2' 

1 
var [(d = -

4 

we bave by the central Lirnit Tbeorcm (mean v = ! an d variance u 2 = } ) 

2XN-N 
,/N __, Z ~ N(O , 1) as N -+ oo 

N 
(19) 

in distribution. Tbis mean s th at., in tb e limit , log(S i/ So) is norm ally dis 
tributed with mean µt and variance u 2t. 

The risk-neutral probabilities p and ij are given by 

ji 

and 

l +r -d 

u-d 
1 + r - e11b-u./J 

e11Hr,./J - eµó- r,./J 

Undcr the probab ility measur e 1P' detcrmined by t be probab iliti es p, q, wc 
have XN is still binomia lly distributed, and Í [XN] = Nji ami var (X N) = 
Njiq. Thu s, 

2Np-N 

,IN 
vN(2ji- 1) 

µ + !u2 - r ""' - vt· -~ --
(J 
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4 
/Vvar[XN] 

4jiq 

"" 1-J(µ+!;2- rr ---+1. 

So letting N---+ oo (or J---+ O) in (19) and using th e Central Limit Theorem 
again , we obtain t hat log(St/ So) is normally distributed with mean -Jt · 
µ+la 2 - r 2 
~ and variance ü t; thus we can writ e St as 

St = So exp ( üvtZ + (r - ~ü 2 ) t) , (20) 

where Z ~ N(O, 1) under IP'; i.e., Z is normally distribu ted with mean O and 
variance l. 

2.2 Self-Financing Trading Strategy 

We now introduce trading strategi es and their value processes. 

Definition 7. A trading strategy is a process </J = ( </J?, <j,¡) which is adapted 
to the natural filtration { Ft} and where ,¡,? and </J[ are the quantities of the 
bond and of the stock held in the portfolio at time t, respectively. The value 
process of the portfolio is defined as 

V¡(q,) = </J?Bt + q,}St. 

A trading str ategy <Pt := (</J?, <j,¡) is said to be self-financing if 

l. Jt l</Jf ldt + J¿ (</J/)2dt < oo; 

2. </J?Bt+</JlSt = </J8Bo+</JoSo+ J~ q,~dB,,+ J~ q,~dSu a.s., or in differential 
form, 

Consider th e discounted price proc ess 

S1 = e- rtst . 

The discounted value proce ss of a trading strateg y </J is 

V¡(</J) = e-rtV¡(</J) = </J? + q,}St. 

In terms of V¡(</J), a self-financing trading strategy can be chara cte rized as 
fo!lows. 
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Proposition 8. A tmdi ng stm tegy <Pt := (</>?, <t>l) such that J{ l</>?ldt + 
J{ ( </>¡ )2dt < oo is self-financing if and only if, far all t E [O, T], 

Vi(</>)= Vo(<P) + l q,;,dSu, a.s. 

2.3 Pricing and Hedging 

We now show that th e process of discounted prices, {St} , is a martin
gale und er sorne probabilit y measure lP' equivalent to IP'. Indeed, using the 
inte gration by parts formula we get (note tha t Bt = ert and d(e- r', St) = O) 

Pu t 

dS t -re-rts,dt + e- rtdSt 

S,((µ - r )dt + adW1) . 

- (µ - r)t 
W1 =W1+--- . 

a 

(21) 

By Girsanov's theor em, there is a probabili ty measure lP' equival ent to 1P' 
under which {St} is a mar t ingale. Solving SDE (21) gets 

(22) 

Note t hat under lP', t he dri ft parameter µ does not appear. 

Definition 9. A Europe an claim hr is said to be at ta inable if t here is a 
self-financing strate gy c/J that replicates hr; th at is, 

hr = Vr( <t>). 

(We always assum e that hr is square-int egra ble.) 

Th eorem 10. In the B lack-Scholes model, any European claim hr is at
tainable, under lP', and the time t value of the replicating stmtegy is 

Vi= JE [e- r(T-t)hr lF1] · 

Proof. Let </J = ( c/J?, cp/) be a self-finan cing strate gy. T he value of c/J is 

Vn(<P) = <t>?ert + c/J{S, . 
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If 4> replicatcs hy, then VN(4>) = hy. Th e discounted process 

satisfies 

or 

dVi(4>) = 4>¡0-SidWi-

Hence, {Vi(</>)} is a martingalc undcr IP. It follows tha t (Vi= Vi(</>)) 

Since Vr = hy, we obtain 

Equivalently, 

(23) 

Next we prove th e existence of such a strateg y </>. To this end, consider the 
martingale defined by 

By thc Brownian l'vlartingale Reprcsentation Thcorem, wc havc an adaptcd 
process ( 1/!t) such that tur u,f dt] < 00 ancl 

Comparing to (23) , we put 

Th en q;, = (1>~, et,/) is self-financing, and its t ime t value is 

as required. 

\/¡ ( c/J) q,f ert + 4>¡ St 

(Mt - <f,¡ St)ert + </>iStert 
ert Aft 

Í[e - r(T - t) hy l.Ft], 
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When our cont ingent claim hy dep ends only on the stoc k pric e at the 
exp irati on tim e T , hy = h( Sy), we can express the t ime t value of th e claim 
as a function of t and St. Indeed, since ( und er lP') 

we have 

Vi JE [e -r (T - t) f(ST)IFt] 

JE [e-r (T - t) / ( Si e(r - !c,2 )(T -t )+c,(Wr - W,)) l.rt] 

JE [e- r(T - t) / ( S¡e(r-!c, 2 )(T-t )+c,(WT- W,))] 

the last equality bcing due to the fact that St is .r¡-me asurable and H'r - Wt 
is independent of F1. Let 

F (t, x) = ]E [e - r(T - t) / ( xe(r - !c,2 )(T - t)+c,(Wr - W,)) ] . 

Then 
Vi = F(t, S 1) . (24) 

Since ivT - ivt ~ N( O, J T - t), we can write Wy - iv t = ~z, wher e 
Z is a standard normal rand om variabl e with mean O and variance l. It 
follows that 

F(t, x) = e- r(T- t) j "" -1- J ( xe(r - ! c,')(T- t)+c,Jr=iu ) e- !u 2 du . (25) 
- oc ~ 

In particular, if the claim is a European call option , then f(x) = (x - K )+. 
Hence the function F(t , x) in (25) becomes 

F(t, x) = e- r(T- t) ¡oo ~ ( xe(r - !c,,)(T - t)+c,Jr=i u _ K)+ e-! u2du. 
Loo V 21r 

(26) 
Put 

e T- t, 
log(x/ K) + (r + !a 2)B 

avíe 
log(x/ K) + (r - 1a2)B 1r.6 ,,/T'=t = d1 - av11. 

a 
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Noting th at 

if and only if 
log(K/x) - (r - !a 2)(1 

u 2'. a./0 = - d2, 

we obtain 

F(t, x) = 

The first int egra l equals 

e - ,-(u+ avO) --du = -- e -, v dv ¡d2 l r,¡ 2 1 ¡d, 1 l 2 

-oo V27r - oo V27r 

after using the substitution v = u + a./0. Therefore , we obtain 

F(t , x) = xN(d1)- K e- r(T- t)N (d2), 

where ¡d l ¡ 2 

N (d) = = e- , " dv . 
- oo v 21!' 

(27) 

Similarly, for a European put option, since f (x ) = (K - x)+, repeating 
the argument above, we have that the time t value P (t, St) of the put is 

P(t, St) = F(t , St) 

where 
F(t,x) = Ke - r(T- t)N( - d2) - xN (- d¡). (28) 

Alternatively, this can be deri ved from the put-call parity 

Pt + St - Ct = Ke-r(T-t ) 

where P1 and C1 are the t ime t values of the Eur opean put and resp ect ively, 11. 
call options with the sa me st rikc K and exp ira t ion tim e T. ~ 
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2.4 Explicit Hedging 

We can find an expli cit hedging in th e case where th e contin gent claim 
is of the form hr = h(Sr) (path independent ). Suppose </J is a replicatin g 
portfolio and deno te by {Vi} its value proc ess. T hus, Vr = hr = h(Sr ). 
As before, denote by {1Íí} t he discounted value process . Since {1Íí} is a 
martingale , we must have that for any time t , 

1Íí = e-rt F (t , St) := F (t, Si), 

where 
F(t ,x) = e- rtF(t, xeri). 

Apply Ito's formula to F (t, x ) to get 

- - - - - - - 1 - - --
dF(t, Si)= Ft(t, St)dt + Fx(t , St)dS t + 2Fxx(t, St )d(S, S) t, 

Under th e prob ability measure IP, dS1 = aS1dWi , we have 

d(S , S)i = a 2 S¡dt. 

lt follows that 

- - - - - - - 1 2 -2 
d'Vt = Fx(t , St)aSidWi + (Fi(t , Si ) + 2a St )dt. 

But , {1Íí} is a martin gale, the drift term must equal O; hence , 

d1Íí = Fx(t , Si)aStdWt = Fx(t , St )dSt, 

So the hedging port folio </J = ( q;~, e/>}) is determ ined by choosing 

1>: = Fx(t, Si) = Fx(t , St) 

and 
1>i = 1Íí - 1>¡ S1. 

It is not hard t o check that th e port folio e/> = ( 1>i , 1>1) chosen above is self
financing and its discoun ted value 1Íí = F(t , Si), 

R emark 11. In the case of a European call, we have 

1 oF 
<Pt = ax (t,St) = N( d1) , 

and in the put case, 

1 oF 
</Ji = ax (t , S,) = - N( - d1). 
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2.5 A PDE approach 

Let V(t, St) denote the time t value of the claim. In order to find V(t , St), 
we considera portfolio </> = (</>r,<l>fr Let Vi(</>) denote the value of the 
portfolio at time t ; that is, 

We require that out portfolio replicate the claim; i.e., Vy(<f>) = hy = 
V(T,Sy)). By the arbitrage argument, at each time t:::;; T we must have 
V¡(</>)= V(t,St) . Hence 

Remember that our portfolio is self-financin g and out stock S1 follows the 
GBM: dSt = St(µdt + crdW1) . Apply Ito's formula to get 

( av av 1 2 2 a 2v) av 
7ft + µStas + 2cr S 1 as 2 dt + crS1 as dWt 

= (q:,[µS 1 + q:,~rer1)dt + acrS1dW 1• (29) 

Thc uncertainty is caused by the randomness of the Brownian motion W . 

Thus to avoid uncertaint y we must get rid of the ter ms in the last equati ons 
which are related to dW1• Equating the coefficients of dW1 of both sides of 
the last equation gives us 

Thus 
<!>? = e-rt[V(t,S¡)- q:,/S t]. 

Returning to the SDE (29), we see that V(t , St) salves the PDE 

av 1 2 2 a2v av 
7ft + 2cr St as 2 + rSt as - rV = O. (30) 

This is called the Black-Scholes part ial differentia l equation . V satisfies the 
boundary (final) condition: 

V(T,Sy) = hy. 

ward BVP. The closed form solution is given by (27) (for a call) and respec- •. 
tively, by (28) (far a put ). 

So the boundary- value problem for the Black-Scholes PDE is indeed a back- 1 
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We can deduce the Black-Scholes equation (30) via the Feynm an-Kac 
theorem. Recall that under IP', we have the stock price St satisfies 

dSt = St(rdt + adWt) 

and the value function of the European claim is 

V(t,x) = JE [e-r(T-t)¡(Sr)ISt = x]. 
Let 

G(t , x) = er(T- t)v(t , x) = IE[f(Sr) ISt = x] . 

Then by the Feynman-Kac theorem, G(t,x) satisfies the PDE: 

EJG 8G 1 2 2 82G 
7ft + rx EJx + 2ª x 8x 2 = O. 

This is easily seen to be the Black-Schol es equat ion (30) . 

2.6 American Options 

Recall that an Ameri can option gives the holder the right, but not the 
obligation, to exercise his right (buying or selling) at any time up to th e 
expiration time T. Thu s, an American option can be defined as an adapted 
nonnegative process { ht} o9:,T · That is, if the opt ion is exercised at time t, 
the owner receives the amount of ht. We conside r pat h-ind ependent Amer
ican options; th at is, we assume that for each t E [O, T ], ht = h(St), where 
h : JR+ ---+ JR+ is a continuo us function with the prop erty: h(x) '.e'. A+ Ex 
for x E JFI.+, where A and B are constants. For example , h(x) = (x - K )+ 
for an American cal! and h(x ) = (K - x)+ for an Amer ican put. 

Definition 12. A tradin g stra tegy with consumpti on is an adapted pro cess 
<P = ( r/>f, rf>/ )o::;t::;T such that 

l. J¿lr/>~ldt+J¿(,p/)2dt<oo; 

2. rj>f ert + r/>i St = <f8 + rpiso + J~ rf,~de'" + J~ rf,~dSu - Ct for ali t E [O, T], 
where { Ct}o<:t<:T is an adapted, continuous, nondecreas ing proces s null 
at time O. (Ct correspondents to the cumulative consumption up to 
time t.) 

As before, ví.(r/>) = rf,iert + rt,}St is th e value proc ess of the stra tegy ,p, 
and Vi ( rf,) = ,pf + 4>/ 81 is thc discounted value proce ss. 
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Definition 13. A trading strategy with consumption r/; = ( r/;~, r/;i)o::;t::,T is 
said to hedge an American option defined by { h( Si)} if 

Vi(r/;) 2 h(S1), t E [O,TJ. 

Denote by q,h the collect ion of trading strategies with consumption which 
hedge the American optio n defined by {h(St)}. Thu s if the writer of the 
option follows a trading strategy r/; E q,h, then he does not lose at any time 
t since th e time t value, \/i(r/;), is always at least the payoff at time t , h(S 1) . 

The problem is to find the mínima! cost required to hcdgo an American 
option. 

Theorem 14. Define u : [O, TJ x JR+ ---> lR by 

u(t,x) = sup !E [e-r(r - t)h(xexp((r- a 2 /2)(T -t ) +a (Wr -Wi)) )] , 
'TE'Tt,T 

(31) 
where Tt, T is the set of stopping times r taking values in [t, T]. Th en 

(i) Vi(r/;) 2 u(t, S1) foral/ e/; E 1>h,-

(ii) there exists a trading stra tegy 1> in q,h such that Vi(1>) = u(t, S1) for 
all t E [O, T]. 

The function u(t , S1) is regarded the value of the American option at 
time t since it is the minima l value of a trading strate gy hedging the option . 
Note that the time O value is given by 

u(O,So ) sup IE[e-''h(Sa exp(( r-a 2 / 2)r+aW 7 ))] 

TETo.T 

sup !E [e-r7 h(Sr)]. 
TETo,T 

Theorem 15. Consid eran American cal/ option. We have u(t, x) = F(t , x), 
where u(t, x) is given by {31) with h(x) = (x - K )+ and F(t , x) is given by 
(27). 

Consider now an American put option which, in genera l, does not have a 
closed form soluti on. Denot e by P( t, x) the value funct ion of the pu t . Since 
h(x) = (K - x)+, we have by (31) 

P(t, x) = sup ]E [( Ke- r(r-t) - xexp (-~a 2(T - t) + a(Wr - Wi)) r] . 
TETt,T 

(32) 1 For American put th ere is a S¡(t)-fr ee boundary (not known a priori ), ~ 

with the properties: 
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• if St > StU), it is optima! to hold on the option; 

• if St ~ St (!), it is optima! to exercise the option to get the payoff 
(K - St)+ = P(t, St), 

lt can be proved that P (t, x) is differentiable and at the boundary St(J ) we 
have ~ = -1. 

Theorem 16. There exists a function S¡ : [O, TJ __, (O, oo) with the property 

1. for O~ x ~ St(f) and O~ t ~ T, 

8P 1 2 232p 8P 
P(t x) = K - x and - + -a x -- + rx- - rP < O· 

' 8t 2 8x 2 ax ' 

2. for O~ t ~ T and S ¡(t ) < x < oo, 

f}P 1 82 P f}P 
P(t, x) > (K - xj+ and 8t + 2a 2x2 Bx2 + rx ax - rP = O. 

At the boundary {(t,x) : x = S¡(f)}, P(t,x) is continuously differentiable 
in x and continuous in t, and 

P (t, St(f)) = (K - St(f)) +, 

8P ax (t,StU)) = -1. 

In addition , P satisfies the fina l condition 

P(T,x) = (K - Sr) +. 

Let us introduce the Black-Scholes differential operator 

a 122º2 a 
LBS= 8t + 2a x ox 2 + rx 8x - r. 

We can restate the above part ía! differential inequalit y formul atio n of Amer
ican put as a linear complementarity probl em: 

LBsP (t, x) · (P(t, x) - (K - x)+ ) = O 

subject to 

¡:,88 P(t, x) ~ O, P (t, x) - (K - x)+ ?: O, P (T, x ) = (K - x)+, 11. 
P(t ,x )- oo ~ x - oo, =d P(t,x) a,d i, (t, x) are oo•ti•"ow . ~ 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

296

2.7 Am eric an Perp et ua! Put Options 

An Am erican perpetua! put opt ion is an American put option such t hat 
the holder can exercise at any time (i.e., the time to expira tion is oo). Thus , 
the valuc function P(t , x) is time-independent and 8¡; = O. Also, the exercise 
boundary is of the form S t(f ) = a, where a is a consta nt to be determined . 
Therefore, the Black-S choles equation is reduced to 

1 2 2 d2P dP 
20' x dx 2 + rx dx - rP = O, x E (a , oo). (33) 

The general solution to Eq . (33) is 

P(x) = c1x¡3 + c2x'Y 

where ci, c2, a, (3 are constants. Substituting into (33) to see that (3 and ')' 
are the roots of t he quadrat ic equat ion 

1 
20' 2u( u - 1) + ru - r = O. 

These are 1 and -2r / 0' 2 . It thus follows that 

Th e boundary cond it ions are now 

P(a) = K - a, lim dP = -1 lim P (.1:) = O. 
xla dx ' x-::x:i 

The last condition immedi ate ly implies that c1 = O; hence 

The first two cond itions th en impl y 

K - a , 

a . 

Solving these equations yields 

2rK 2 / 2 
a = -2-- 2 and c2 = (K - a )a r " . 

r + O' 

(34) 
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Hence 

{ 
(K _ Q.) (i)2r/a2

, 

P(x) = 
K-x. 

x E (a,oo), 

x E [O,a] . 

The above argument can be used to price perpetu a! American lookba ck 
options. A perpetual Amer ican lookback put (ca ll) option gives the holder 
the right to sell (bu y) one sharc of the und erlying asset (stock) at the maxi
mum (mínimum) realized price at any time during th e lifetim e of the option 
(assuming no dividends paid). Lookb ack opt ions are path-dependent. Let 
M = Mt = max{Si: O :e:; i :e:; t} be the maximum stock price realized up to 
time t. 

The value function P of the perpetual American lookback put option 
salves the partial differentia l equation 

1 22 d2 P dP 
2cr x dx 2 + rx dx - rP = O, a < x < M, 

subject to the boundary value conditions 

{ 
P(a) =M-a , 
limx¡n !~ = -1, 
H.;= O at x = M. 

(35) 

(36) 

The general solution P to Eq. (35) is given by (34). The boundary 
conditions in (36) imply that e¡ > O is uniquely determ ined by the equation 

ü 

where µ, = 2r / cr2 . 

3 Stochastic Volatility 

(_µ,_) l+¡, an d 

1 + /l 
l',fl+i, 
--c1, µ, . 

, ( C1 ) 1/ ( l +µ ) 
M --

1 + C¡ 

In the Black-Schole s model, it is assumed that the interest rat e r and 
th e volatility cr are constant. But in practicc , these ru;sumptions are never 
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satisfied. Empiric al studies show that th e volatility CT chang es randomly over 
tim e. So th e Black-Schol es model can be modified to the following model 
with stochastic volatility: 

(37) 

where { CTth2:o is the volatility process which is positive and which is not 
necessarily perfectly correlated with th e Brownian motion {Wdtc:O drivin g 
the stock pric e process { St} in ( 17). (For mor e detai ls of this sectio n, the 
reader is referred to [4]; see also [l] and [2].) 

3.1 Mean-Reverting Models for Stochastic Volatility 

The stochastic volatility process { CTt}12:o is typi cally taken to be mean
reverting which refers to t he typical time that a process needs to take to get 
back to the mean leve! of its invariant distribution (th e long-run distribution 
of th e process) . Math emati cally, th e stochastic volati lity pro cess {CTthc:o is 
given as 

CTt = f(X t), 

where the process { Xt} is a process of the form 

X 1 = o:(m - X 1)dt + g(t,X 1)dZt, 

(38) 

(39) 

where {Zdtc:O is a Brownian motion correlat ed with {Wdt2:o, o: is the ra te 
of mean reversion, m is the long-run mean leve! of X , and g is a function. 

Th e Brownian mot ion {Zt} 12:o is rewritt en in th e form 

(40) 

where {Z1}t2:o is a standard Brownian motion independent of {Wt}12:o, and 
p E [-1, l] is the correlated coefficient and it is often negative. 

Recall that the Ornstein-Uhlenbeck (OU) proce ss {Xt} is defined by 

dX t = o:(m - X 1)dt + (3dZt (41) 

where o:, (3 and m are const ant. Solving th e SDE gives (assumin g X o = x) 

Xt = m + (x - m)e-" 1 + (3 fo1 e-a (t-s )dz 1. (42) 

Recall also that the Cox-In gersol-Ross (CIR) process is defined as the proces s 

(43) 
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where ;;,, v and m are consta nt s. Note that bot h OU and CIR processes are 
mean-reverting. 

We now list sorne mean-reverting stochastic volat ility mod els by speci
fying the function f in (38), the process {Xi} in (39) , and the correlat ed 
coefficient p in ( 40). 

(i) The Scott mode l: { 
f(x) ex 

dX i a(m - X 1)dt + {3dZt (OU) 
p o. 

The Stein-Stein mode l: { 
J(x) lxl 

(ii) dXt a(m - X 1)dt + /3dZ1 (OU) 
p o. 

J(x) ,/x 
(iii) The Ball-Roma mod el: { dXt ;;,(m - X i)dt + ,-/XidZt (CIR) 

(iv) The Heston model: { 
J(x) 
dXt 

p 

p o. 

,/x 
;;,(m - Xt)dt + ,-/Xi dZt 

f o. 
(CIR) 

3.2 Option pricing with Mean-Reverting Stochastic Volatil

ity 

Assume aga in our financia! market consists of two tr ada ble assets. One 
is the risk-fr ee bond B and the oth er is a stock B. Th e dynamics of the 
bond B are deterministic and follow the ODE 

dBt = rBt, Bo = 1, 

that is, 
B i = ert, 

where r is assumed to be consta nt. Th e risky stoc k S now follows a geometric 
Brownian motion wit h a mean-r everting stochast ic volatility: 

{ 
dS 1 = µS 1dt + aiSidWi, 

a 1 = f(Xt), 
dX 1 = a(m - Xi)dt + /3dZ1, 

where, as before, a , /3 and m are constant , and Z1 is given in (40). 

(44) 
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Suppose we have a European option (cont ingent claim ) h on {St} which 
expire s at time T . Note that h is Fr-mea surable and square-int egrable. We 
ask the question how to price and hedge the claim. 

Since we now have two sources of randomnes s, the option's value function 
P depends on two state variables. That is, P = P (t , s, x ) which satisfie s a . 
partial differential equation in two space variable s and x ( see below). It is 
therefore insufficient to use the underlying asset only t o hedge the option. 
Indeed, if th e dWt term can be balanced, the dZt cannot. The idea to 
overcome thi s difficulty is to use anoth er option with different expiration 
time to hedge. 

Consider p(l) ( t, x, y) to be the price function of a European option with 
expiration time T1 and with payoff h(Sr 1 ). We are looking for a portfolio 
(at , bt, c1)120 satisfying 

where p( 2l(t , x, y) is th e price function of another Eur opean option with th e 
same payoff function h as p (l ), but having a longer expiratio n time T2 (i.e. , 
T2 > T¡). 

If we consider a portfolio consisting of the stock , bon d and option (with 
expiration time T2 ) , then the right side of (45) shows that the time T1 

value of the trading strateg y (at, b1, c1) is the payoff p ( l ) of the option with 
expiration tim e T1 . As th e strat egy is self-financin g, wc have 

If such a portfolio exists, then by the arbitrage argument, we must have 

We need Ito's formula in th e two dimensional space stat ed below: 

dg(t , S1, X t) = éJg éJg éJg 
-dt + -dS t + - dX 1 
éJt os éJx 

l (& 2g &2g &2g ) +2 052 d(S)t + 2 éJséJx d(S , X )1 + éJx2 d(X )1 . {48) 

Note that we have 

d(S)t = a¡S¡dt, d(S, X)t = pf3a1S1dt , and d(X)t = (32dt. 
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Apply Ito's formula (48) to p(l ) to get 

aP (1) a PU) aP(1 ) 
-¡¡¡-dt + -¡¡;-dS 1 + -----¡¡;;-dX1 

1 ª2 p(l) ª2 p (J) 1 ª2 p(l) 
+28ild(S)t + asax d(S,X )t + 2Eh2d (X)1 

wher e ali th e partial derivatives are evaluated at (t, S1, X 1) (th e same for the 
part ial derivatives evaluat ed below). 

If we introduce the differential operator M1 by 

then we can write 

Substitute ( 49) and (50) into ( 46) and rearrange th e t erms to get 

-- + M1P( l dt + --dS 1 + --dX 1 (
é)p (l) l ) é)p(l) é]p(l) 

at as ax 

( aP<2)) ap<2) 
= a1 + c1-¡¡;- dS1 + c1-----¡¡;;-dX1 

+ [et (ft +Mi) p( 2) + b1rert] dt. 

Equatin g th e dX 1 terms on both sides of (51), we get 

8P( 1l/ax 
Ct = 8P(2) /8x. 

Matching the coefficients of the dS 1 terms in (51), we get 

ap(1) aP<2J 
a,= -- - e,--. 

as éJs 

(49) 

(50) 

(51) 

(52) 

(63) 1 
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Finally the dt terms in (51) yields 

ap(l) ( !) ( 8 ) (2) rt 
~ +M1P = Ct Ft +Mi P +bt re . 

Substituting (52) and (53) into the last equation we get 

If we introduce the differential operator M 2 by 

then we can rewrite t he last equation as 

(54) 

Now observe that the left side of (54) dep ends on T1 only, while the 
right side of (54) depends on T2 only. So for (54) to hold, we must have that 

each side of (54) depends upon neith er T¡ nor T2. In oth er words, (54) is 
independen t of the expiration time T. Let us denote the function of either 
side of (54) by 

( p(µ-r) . ~) 
a(x-m) +/3 ~+í'(t,s , x)vl- p- , (55) 

where í'(t,s,x) is an arbitrary function. 
Now the pri cing functi on P(t, s, x) satisfies the part ial differential equa

tion 

where 

8P l 2 2 82P 82P 1 2 82P 
8t + 2,f(x) 5 éJs2 + p/3sf( x ) osox + 2/3 ox 2 

( 8P ) 8P 
+r s as - P + (a(m - x) - /3A(t, s, x )) éJx = O, 

_p(µ-r) ~ 
A(t , s , x) - ~ + í'(t,s,x)y 1- p-. 

(56) 

(57) 
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The terminal condition of Eq. (56) is 

P (T,s,x) = h(s), x E R 

We can regroup the terms in Eq. (56) and get 

a 1 a2 ( a ) a2 
8/;+2f (x)2s28S2+r S8S-l +p f3sf (x)8S8X 

'----v-----' 

c/1•> BS 

1 2 a 2 a a 
+-/3 -+ n(m - x)- - /3A- . 

2 8x2 ax ax ,.____, 
C.ou premium 

Here c.f~) is C.as with a replaced with f(x). 

correlation 

The function "/ in (55) is the risk premium factor from the second source 
of randomness { Zt} that drives the volatilit y. In the perfect correlated case 
(i.e., IPI = 1) it does not appear (this is obvious since Zt = ±Wt). 

By the two-d imensional Ito formula (48) and the part ial differenti a l equa
tion (56) satisfied by P, we calculate 

dP(t,St,Xt) = [;;~ (sf(x)~: +/3p~:) +rP+ "i/3vÍ-=-?~:] dt 

( 8P 8P) 8P 
+ sf(x )8s + f]p 8x dWt + /3vÍ-=-? ax dZt. 

This expres sion says that an infinite simal fractional increase in the volatility 
risk /3 increases the infinit esimal rat e of return on the option by 'Y t imes 
that fraction, in addition to the increase from the excess return-to-risk ratio 
(µ-r)/f(x). 

3.3 Martingale Approach 

Recall that if there is an equivalent marting ale measure 1P' under which 
the discounted stock price St = e-rt S1 is a martingale, the n th e tim e t value 
of the European derivative security with payoff hr at expiration time T is 
given by 

(58) 

In order to find an cquivalcnt martingale measure {Wt}, wc deduce from 
(44) 

(59) 
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So our {Wt} satisfies 
- µ-r 

dWt = f(Xt) dt + dWt , 

or 
- ¡t µ-r 

Wt = lo f(Xu) du + Wt. (60) 

By Girsanov's theorem , we know that {H-'1} will be a st andard Brownian 
motion provid ed {f (Xt) } satisfies certain regularity condition requir ed in 
Girsanov' s the orem. How about th e second Brownian mot ion { Zt}? Indeed , 
we need a two-dimen sional version of Girsanov's theorem: If { , t} is an 
adapted process with sufficient regularity, then we have the process { .Zt} 
defined by 

(61) 

is also a standard Browni an motion under a martingale measure lP" equiva
lent t o ll' and defined by 

dJP''Y ( 1 f 1 2 2 2 (r 1 (r 2 ) dil' = exp - 2 lo [(Ou) + (Ou) ]du - lo OudWu - lo OudZu , 

where 
1 µ- r 2 

Ot = f(Xt) and Ot = 11. 

Note that th e conditions that f be bounded away from O and that b t} be 
bound ed are sufficient for lP" to be an equiva lent mart ingale measure. Under 
IP'Y, Eq. (44) becomes ¡ dS1 = rS1dt + f(X 1)S1dW1, 

d~t = [~(m - X1) - í3_(P¡f;,? + ,t\/'17)] dt + ¡3dZ1, 

Zt = pWt + \/'17 Zt 

(62) 

Thus there exist more tha n one (infinitely many ind eed) equivalent mar
tingal e measures lP" which give th e no-arb itr age pr ices of th e derivative as 
follows 

(63) 

The process { -yt} is called the risk premium factor or the market price 
of volatility risk from the second source of randomnes s Z that drives thc 

If 11 = ,(t, S1, X 1) is Markovian, th e part ial differential equati on (56) •. 
can be derived from the Feynman -Kac theore m. 

stochastic volatility. 1 
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Appendix A: Elements in Stochastic Calculus 

Al. Normal Random Variables 

A real random vari able X is said to be a sta nda rd nor mal random vari
able , written X~ N (O, 1), if its distribution function is given by 

¡t 1 l 2 

IP'{X:; t } = =e-,v dv, 
- oc V 271" 

t E IR. 

If X is a stand ard normal random variable and if µ and 17 # O are t.wo rea l 
numbers, then the random variable Y= µ+17X is a norma l random vari able 
with mean µ and var iance 172, written Y ~ N (¡t, 172). T hat is, 

IP'{Y S t} = ¡t ~ exp {- (v 2- ~) 2
} dv, t E IR. 

1-oo V 271"17 17 

A2. Condi t ional Exp ec tation s 

Let (!1, F, IP'} be a probability space, Jet X be an int egrable rando m 
variable, and Jet g be a sub 17-algebra of F. Then the cond itional expe ctat ion 
of X given g is defined to be a random variable IE[X l9 ] such that 

• JE[Xl9] is 9-m eas ur able; 

• for any A E 9, 

l JE[X l9 ]d!P' = l X d!P'. 

Proposition Al (Pro pert ies of Condition al Ex pecta ti ons) 

l. JE[aX + bYl9] = a1E[X l9] + blE[Yl9] (Linearity ); 

2. JE[JE[X l9]] = JE[X]; 

3. JE[XYl9 ] = YIE[XIQJ if Y is 9 -measurab le (tak ing out what is known); 

4. JE[Xl9] = JE[X] if X is 9-measurable (an independent conditi on drops 
out); 

5. JE[JE[Xl911t]] = IE[X IH ] if 1t e g (tower property); 

6. If X ::O: O, then JE[Xl9 ] ::O: O (pos itivi ty); 
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7. (Jensen's Inequality) If ef, : IR-+ IR is a convex function and if X is a 
random variable such that both X and ef,(X) are integrable, th en 

ef,(IE[XIQ]) :e; IE[ef,(X) l9] a. s. 

for any sub a-alg ebra g of F. 

A3. Stochastic Processes 

Let (!1, F, IP) be a probability space. 

Definition A2 

• A family {Ft}t:>o of sub a-fields of F is called a filt ration provided 

Ft C Fs whenever t :e; s. 

• A stochasti c process X= {Xt}t:>O is a family of random variables on 
(!1,F,IP'). 

• A stochastic process X = { Xt }t:,0 is said to be adapted if, for each 
t > O, Xt is Ft-measurable. 

• t >-> Xt(w), for each fixed w E !1, is called a (sample) path of X. 

• A random variable r : !1 -, [O, oo] is called a stopping tim e if, for each 
t 2'. O, 

{w: r(w) :e; t} E Ft· 

• The a-algebra F7 associated with a stopping time r is defined as 

F 7 = { A E F : A n { r :e; t} E Ft for ali t 2'. O}. 

Let E denote the expectation associated with IP. Let { Xt}t :>o be a 
stochastic process adapted to F and JE[IXtl] < oo for each t . Then {Xt}1:,o 
is said to be a 

• martingale if lE[XtlFs] = Xs for t 2'. s; 

• supermartingale if IE[XtlFs] :'é: Xs for t 2'. s; 

• subma rt ingale if E[Xt lFs] 2'. Xs for t 2'. s. 
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Proposition A3 (Properties of stopping times) 

l. If T is a stopping time , then T is F 7 -measurable. 

2. If T is a stopping time, finite almost surely, and (X t)t:>o is a continuou s 
adapted process, then Xr is F 7 -measurable. 

3. If T and r¡ are stopping times such that r :S r¡, then Fr e Fry. 

4. If r and r¡ are stopping times, then r /\ r¡ = inf { r, r¡} is a stoping tim e. 
In particular, if T is a stopping and s is a determin istic time, then T /\ s 
is a stopping time. 

A4. Brownian Motions 

Definition A4 (Brownian motion) A stochastic motion W = (W1) 1::,o is 
said to be a (standard) Brownian motion (or Wiener Proces s) if 

• Wo = O a.s. 

• Independent normally distributed increment s : If O = t0 < t 1 < t2 < 
· · · < tn, then, for 1 :'::: j :S n, 

{Wt, - W11_ 1 } is independent; 
E[Wt; - Wt;_ 1 ] = O; 
var(W,; - W11_ 1) = t1 - tJ- 1· 

Proposition A5 (Basic Propertie s of Brownian moti on) Let { Ft }t::,o be the 
natural filtration generated by a standard Brownian motion W = (Wt) 1:, 0 . 

Then 

• {W1} is a martingale . 

• {W? - t} is a marting ale. Thus E[W?J = t. 

• exp(aWt - (a 2 /2 )t) is a martingale. 

• For each t > O, W is of infinite first variation : 

Var(W ) := s~p {¿ IWt, - W1,_1 I} = oo 

where th e sup is taken over ali partitions T of [O, t]. 
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• Th e quadratic variation of W is 

where 

(W)t =t, 

(W)t := lim " [Wt; - J,V¡,_ 1 ] 2 
n-oo ~ 

t i E'Tn, t-¡< t 

where { r11} is a sequence of partitions of [O, t] such that the mesh 
lrnl-, O. 

The martingale propert y can be extended to bounded stopping times. 

Theorem 17. (The Optional Sampling Theorem} Jf (Xt)t ?'.O is a continuous 
martingal e and if r2 and r2 are stopping times such that r¡ ::; r2 ::; L , where 
L > O is a constant, then X,, is integrable and 

Similar inequalities hold for super- and sub-marti ngales. 

Definition A 7 (Hitting time) 

Ta= inf {s 2: O: W 5 = a}, a E !R. 

(Convention: if there is no such s that Ws = a, then Ta = oo.) 

It is known that Ta is a stopping time and for A > O, 

lE[exp(-ATa)] = exp(-mlal ). 

Theorem 18. (Doob's Inequality) If {Xt}t ?'.O is a conti nuous mart ingale, 
then 
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A5. Ito Calculus 

Let (f!,F,IP') be a pro bability space and let {Wt} be a !P'-Brownian 
motion. The filtration {F t} is the natural one; that is, for each t 2: O, F1 is 
the a-algebra generated by { Ws : s::; t} (completed by the !P'-null sets) so 
that {Wt} is a !P'-martin gale adapted to the filtratio n {Ft}. 

Let { Xt}ost:ST be a stochas tic process adapted to { Ft} such that 

The Ita integral of X w.r.t. W is defined as 

t n 

{ X.dW s := lim I:. X 1,_ 1 (W, , - W1, _ 1 ) lo n-oc 
i= l 

as th e mesh of th e subd ivision goes to zero, where to = O < t1 < · · · < tn = t 
is a partition of [O, t]. 
Proposition A9 (Proper ties of Ito Integral) 

l. J~ X.,dWs is F,-measurable; 

2. integral is linear in terms of integrand X; 

3. {f~ X 5 dWs},;::o is a martingal e; 

4. J~ X.,dH'. is continuou s in t, for almost sure ly w . item thcre holds the 
Ito isomet ry : 

Definition AlO (Ito' s process) An It o's proc css is a stoc hastic process of 
the form 

Xi = Xo + it K 8 ds + lt H 8 dW s 

or in differential form 

where 

• Xo is Fo-measurab le; 
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• (Kt) and (Ht) are adapted; 

• J;{ IKs lds < oo (i.e. , Kt E L1 [O, T]) a.s. 

• J;{ 1Hsl2ds < oo (i.e . Ht E L2 [0, T]) a.s. 

Remark 19. (i} The processes {Kt} and {Ht} are uni que in the definitio n 
of Ito 's process. 

{ii} Ito 's process is not a martingale unless K = O dt x dlP' a. e. 

Theorem 20. (Ito's formula) Let f E C1•2 and /et X be a stochastic process 
given by 

dX 1 = µ(t, Xt)dt + a(t, Xt )dWt. 

Then 

or in integral form 

f(t, X1) = J(O , Xo) + l J;(s, x .)ds 

+ ¡t J~(s, X 5 )dXs + ~ ¡t f :x( s, Xs)d(X)s-Jo 2 Jo 
Here d(X)t is the quadratic variation of Xt. We have 

d(X)t = a 2 (t, Xt)dt . 

Hence Ita 's formula is rewritten as 

df(t, Xt) = [f{(t , Xt) + µ(t, X1)f~(t, Xt) + ~a 2 (t , Xt)f:x(t, Xt))dt 

+a 2 (t, Xt )f~(t, Xt)dWt. 

The product rule is below. Let X and Y be stochast ic pr ocesses given by 

and 
dY¡ = µy(t, Yt)dt + ay(t , Yt)dW t 

then 

XtdYt + Y¡dXt + d(X, Y )t 

X 1dYt + Y¡dXt + ax(t , X1)ay( t, Yt)dt. 
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Example 21. Take f(x) = x2 and X 1 = W1. !to 's formula 

t I l r 11 
f(Xt) = f(Xo) + lo f (Xs)dXs + 2 lo f (X s)d(Xs) 

gives us (since d(Xs ) = ds ) 

Wl = 2 fo1 
W8 ds + t. 

In differential form, this is written 

A6. Stochastic Differential Equations 

Consider the stochastic differential equation (SDE) 

Xt = Z + l b(s, X 5 )ds + lt a(s, X 8 )dW 8 

or in differential fonn 

{ dXt = b(t, Xt)dt + a(t, Xt)dWt , 
Xo = Z. 

Theorem 22. Suppose b, a are continuous and for some constant K > O, 

l. lb(t,x) - b(t,y)I + ia(t,x) - a(t,y) I S: K lx - yl, 

2. lb(t, x)I + la(t , x)I S: K(l + lxl), 

3. 1E[Z2] < OO. 

Then far any T > O, there exists a unique solution (Xs )o:::;s:,T in the interval 
[O, T] satisfying 

)E ( SUp 1Xsl2) < OO. 
o::;ss;T 

Example 23. The Omste in- Ulhenbeck process is the un ique solution of the 
SDE: 

{ dXt = -cXtdt + adWt , 11 
X a = x. ~ 



S
E

M
IN

A
R

 O
F

 M
A

T
H

E
M

A
T

IC
A

L
 A

N
A

L
Y

S
IS

P
r

o
c

ee
d

in
g

s,
 U

n
iv

er
si

t
ie

s 
o

f 
M

a
la

g
a

 a
n

d
 S

ev
il

le
 (

Sp
a

in
) 

 
Se

p
t

em
b

er
 2

00
3-

Ju
n

e 
20

04

E
D

IT
O

R
IA

L
 U

N
IV

E
R

S
ID

A
D

 D
E

 S
E

V
IL

L
A

312

Consid er the process {lí} given by 

By the integration by part s for mula, we get 

dlí = d(e' t)Xt + ectdXt + d (ct, X t) 
'-.,,---' 

=O 

= ce't Xtdt + ect ( - cX 1dt + o-dWt) 

= o-ectdWt . 

Since Yo = x, we obtain 

It follows that 

and 

var(Xt) lE[(Xt - JE[Xt])2] 

o-2e- ZctlE [ (fo1 
ec'dW , ) 

2
] by Ita 's isome try formnla 

o-2e-2ctlE [fo t e2csds] 

2 
~ (I _ e- 2ct). 
2c 

Example 24. Consid er the SDE 

{ dS 1 = S1(µdt + o-dWt), 
So = so, 

where µ E Ili ando- > O are constants . A solut ion is an adapted process { St} 
such that the integrals J~ S 8 ds and J~ SsdWs exist and satisfy 
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Under certain measurability conditions, {St} is an !t o process . Applying 
!to 's formula to the funct ion f(x) = log(x) we obtain (no ting d (St ) 
a 2S¡dt) 

log(S1) 1t 1 11 t -1 2 2 log(so) + -5 dSs + - 82 a S 8 dS 
o s 2 o s 

1t 1 11 1 1 log(so) + -5 (µds + adW 8 ) - - -a 2 t 
o s 2 o 2 

1 2 
log(s o) + (µ - 2a ) + a W¡. 

So we have 

St = soexp ((µ -~a2 ) + awt). 

Since W1 ~ N(O, t) , we can rewrite W1 = ..fi,z, where Z ~ N(O, 1). Then 
we have 

St = so exp ( (µ - ~a 2) + a..fiZ) . 
This is precisely (replacing r with ¡1) the model that we derived from the 
discrete binomial model at the beginning of this talk. This model of the stock 
price is called the lognormal or the geometr ic Brownian m odel (GBM ) which 
was suggested by Samuels on and studied by Fisher B lack and Myron Scholes 
(1973). 

A7. The Girsanov Theorem 

Th eor em 25. ( The Girsanov Theorem ) Let {Wt}t2'.0 be a II"-martingale 
with respect to the natura l filt ration. Let {lit}t2'.0 be an adapted process such 
that the process ( L1)09 <:;T defined by 

Lt = exp (- l li8 dW 8 - ~ l li;ds) 

is a martingale. 
Define a probability m easure 1P' by 

IP'[AJ = l Lr dll". 

Th en, under IP', the process { W}o.:;t<:;T defined by 

Wt = Wt + 1t e.d s 
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is a standard Brownian mot ion. 

Remark 26. (i) Note that 

:1 =Lt 
F, 

is the Radon-Nikodym derivative of W' with respect to IP'. 
(ii) A sufficient condition Jor (Lt)ost ST to be a martingale is that the 

Novikov conditi on below holds 

A8. The Brwonian Martingale Representation The

orem 

Theorem 27. (The Brwo nian Martingale Representatio n Theorem ) Let 
{Wt}i20 be a IP'-m artingale with respect to the natural fi ltration {.rt}. Let 
{Md t20 be a square-integ ral (]P', {.r 1})-mar tingale. Then there exists a {.rt}
predictable process { (I¡} t20 such that 

Mt = Mo + it /15 dW 5 a. s. 

A9. The Feynman-Kac Theorem 

Th ere are two approac hes to the option pricing theory; one using mar
tingale and one using PDEs. The solution given the former approach is 
expressed in terms of conditional expectations, while th at given by the lat
ter approach in terms of PDEs. The Feynman-K ac theorem unifies the two 
solutions. 

Theorem 28. (The Feynman -Ka c Theorem) Ass ume the fun ction F so/ves 
the boundary value problem 

{ 9f¡(t, x) + µ (t, x )~ + ! u2 (t, x)U(t , x) = O, O :S t :S T , 
F(T,x) = <J>(x). 

Define a stochast ic process {Xt}os;,sr by the SDE 

dX 1 = µ(t , X t)d t + u(t, Xt)dWt , O :S t '.S T , 
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where {Wt}t ,'.O is a standard Brownian motion. Suppose 

Then 
F(t,x) = IE[,;t,(Xr)IXt = x]. 

Example 29. Consider the boundary value problem 

{ iJfi(t, x) + !~(t, x) = O, 
F (T, x) = ,p(x). 

We have µ = O and a = l. So the corresponding SDE is 

and by the Feynman-Kac theorem, we have 

F( t,x ) = IE[,;t,(Wr )IWt = x]. 

But, since the transition densi ty far W1 is 

1 ( (x-y )2) p(t x y ) = --exp ----
, ' .j2irt 2t 

which is the fundam ental solution to the equation 

8u l 82u 
8t 2 8x 2 ' 

we have 

100 1 ( (x-y )2) 
F(t , x)= - ocJ 2rr(T-t)exp -2(T- t ) ,p(y)dy. 

More details on stochastic processes and stochastic different ial equation s 
can be found in [3], [5], and [6]. 
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